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Abstr act

In a nmulti-domain Internet that offers QS guaranties for
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applications, there is the need of signaling anong the domain
entities that are responsible for the management of QS. Because
di fferent domai ns have different network protocols and topol ogi es,

the HyPath approach uses the NSIS protocol and interactions with the
| ocal routing protocols to have an off-path signaling in hybrid
envi ronment s.
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1.

1.

I nt roducti on

During past years, we assisted to a common rise of new technol ogi es
in the tel ecommunication and conputer science fields. This evolution
led to the energence of new types of applications including, anong
others, nultimedia applications such as Vol P, VoD, tele-engineering
and tel eredi cine. These applications have constraints and

requi renents concerning Quality of Service (QS) paraneter,s such as
delay and jitter. Therefore, new services are required besides those
given by the actual Internet.

Nowadays, all packets in the Internet receive the sane treatnent.
However, sonme data flows need special handling in order to satisfy
the application requirenments, and thus it is necessary to address QoS
issues. The internet is an interconnection of networks, conprising
di fferent domains, called Autononous Systens (AS), nanaged

i ndependently, especially in what concerns QoS strategies. |n order
to support QoS for communi cations over several donmins, intra and

i nter-domai n QoS signaling appears to be inevitable.

This proposal ains at a context of a nulti-domain Internet that

of fers QoS guarantees for applications. Inside a donmain, the QoS is
managed through central entities, that are in charge of installing
and handling QS based on internal rules. This concept was

i ntroduced in the DiffServ domains, and is associated with Bandw dth
Brokers [1]. Currently, new requirenents arise: signaling MIST take
pl ace, not only anong devices strictly on the data path, but al so
anong these central entities, that we call hereafter Resource
Managers (RM.

Several signaling protocols have been proposed, and recently, the

| ETF NSI' S working group [2] has proposed a new signaling
architecture. The goal of the NSIS framework is to mani pul ate the
network state related to data flows assumi ng that the nessages wll
be processed on the nodes which also handl e the data fl ows thensel ves
("pat h-coupl ed signaling"). This docunent discusses an NSIS nulti-
domain, mnulti-service, RMbased Internet that allows off-path
signaling. The main issue addressed in this docunment is the
interoperability between NSI S and non-NSI S domai ns.

1. Term nol ogy and Abbreviations

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [3].

The followi ng additional terns are used:
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0 e2e: end-to-end
0 QS Qality of Service

0 Non-NSIS donmain: an adninistrative domain where only the RMis
NSI S awar e.

0 NSIS donmin: an adm nistrative domain where the RM and, at | east,
all border routers are NSI'S aware

0 RM Resource Manager, central entity of a domain in charge of the
QS managenent .

2. Of-path signaling, state of the art

In the off-path approach, entities participating in the signaling
process are not bound to the path followed by data flows. The nost
common exanple is when particular entities inside a domain, which
have special responsibilities (e.g. @S, policy control, servers),
MUST be signal ed. These devices are not strictly on the data path;
nevert hel ess the signaling protocol MUST arrive to interact with
these devices. Of-path signaling has advantages, as presented in

[ 4]
o0 independence between the signaling plane and the forwarding pl ane;

0 introduction of flexibility allowing entities such as proxies to
be signaled even if they are not on the data path;

o functioning with new routing protocols or traffic engineering
mechani sms (QoS routing, q-BGP, etc.);

0 better adapted for nobility.
On the other hand, off-path signaling MJUST answer new chal | enges such
as di scovering the next hop and synchronization with IGP (Interior
Gat eway Protocol) and EGP (Exterior Gateway Protocol) routing
pr ot ocol s.

2.1. Of-path signaling proposals
Several protocols have been proposed for the off-path signaling in a

bandwi dt h broker-based nulti-domain DiffServ nodel. The next
subsections will present an overview of sonme of them
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2.1.1. SIBBS (Sinple Inter-domai n Bandwi dt h Broker Protocol)

The SIBBS protocol has been defined by the Q@Bone Signaling Wrkgroup
and it ainms to be used on DiffServ bandw dth broker-based domains.

In the QBone testbed, each network is a differentiated service
(DiffServ) domain, supporting one or nore globally well known
forwardi ng services, built fromfundanental DiffServ blocks. SIBBS
as described in Figure 1, is a very sinple protocol to be used

bet ween bandwi dth brokers. It contains two principal Policy Decision
Units (PDUs):

0 RAR (Resource Allocation Request)

0 RAA (Resource Allocation Answer)

IR I I I I S kI R I I S kb S S I S R I I S kb S S I S
O + * * Fo-mm - + * * Fo-mm - + *
* [--mmm - -3 [--o-mm- -3 |
* I BB I * * I BB I * * I BB I *
. | <] | <] |
[ +o-mm - + +o-mm - + *
* / * * * * *
* +- -+ +- -+ +- -+ +- -+ *
*o4---+ | BRI’ | BR| | BRI’ | BR| *
* | C| +- -+ +- -+ +- -+ +- -+ *
* +-- -+ * * * * *
kkkkkhkhkkhkkikkkhkkkhkikhk*k kkkkkhkhkkhkkkkkkhkkikikhkkhkkk*k kkkkkikhkkhkkkkkkikikhkhkkikkk*k
<-L-l-l-L-> si gnal i ng nmessage between BB

message between client and BB
client
Bandwi dt h Broker BR = Border Router

Fi gure 1: SIBBS protoco

The RAR nessage includes a globally well-known service ID
information related to the QS request (class of service and

bandwi dth), a destination |IP address, a source |P address, an
authentication field, and the other paraneters of the service. The
sender can be the client host, a BB or a proxy. The RAA nessage
contains the answer to an RAR PDU. The comuni cati on between BB is
supposed to be reliable, i.e. using TCP

When receiving an RAR nessage, a BB:
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0 Authenticates if the request is indeed froma peer bandw dth
br oker;

0 Determines the egress router (interface) fromits (inter-donain)
routing tables;

0 Checks if the requested resources fall within the SLS

0 Ensures if there are sufficient resources within the domain to
support the flow fromthe ingress border router

0 Determines whether the flow nmay be accepted according to the
policies of the donain.

If the required resources are available, the request is propagated
recursively through the inter-donmain path to the last BB. This |ast
BB returns an RAA nessage to its inmedi ate upstream BB and the
process is continued until the originating BB. This process is
concluded with an admi ssion of the QoS request. Resources are
confirmed by neans of refresh nessages, sent periodically.

In order to performthe configuration the BB MJST have access to the
border routers. SIBBS does not specify a particular protocol, but
may use protocols such as COPS, DI AMETER, SNWP

2.1.2. COPS-SLS

COPS-SLS [5][6] is an extension of the COPS (Conmon Open Policy
Service) protocol [7] for SLS managenent in a nulti-domain
environment. COPS is a client/server protocol designed for the
managenent of policy based networks. The basic nodel of COPS is
presented in Figure 2

e +

| | _

| Network Node | Policy Server
I I

| +----- + | COPS +----- +
[ | PEP | <----- [---------o - >| PDP |
| H--mnn + | H--mnn +
I n I

I I I

| \-->4----- + |

I | LPDP| |

| oo |

I I

e +
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Fi gure 2: COPS protoco

The Policy Decision Point (PDP) is the central entity in charge of
maki ng the decisions (for itself or for other elenents of the
network). The Policy Enforcenent Point (PEP) is where the policies
are applied, such as a router. The optional Local Policy Decision
Poi nt (LPDP) can be used by the device to nmake | ocal policy decisions
in the absence of a PDP

COPS is a request/response protocol that allows a PEP (router) to
interrogate its PDP about the action to performonce an event has
occurred (for instance, if a signaling message arrived).

COPS-PR is an extension of COPS with the goal to force the
application of a policy in the PEP without any prior request.

COPS- SLS behaves |ike SIBBS: a request is propagated fromone BB to
the other in each donmain of the data path. Each BB has a double
rol e:

o PDP for the upstream dormain (BB which sends the request) and
o PEP for the next BB domain.

Conpared to SIBBS, COPS-SLS adds sone features to the protocol, as
renegoti ati on of classes of service in case of failure of adm ssion
control. The comunication between the BB and border routers is
assured by the COPS-PR protocol. COPS-SLS does not provide any
specification on the discovery of the next BB or on the
identification of border routers.

3. HyPath

The requirenents for an hybrid on-path of f-path approach, for end-to-
end (e2e) signaling across NSIS and non-NSIS dormai ns, are not fully
solved by the NSIS franework as it is being defined currently in the
| ETF NSI' S working group. There is the need to have network signaling
bet ween specific entities in domains (not only the routers in the
data path like the nornmal on-path solution). This is the case of QS
net wor k si gnaling when resource nmanagers are responsible for the
domain QS. In these situations the entities to be signaled are the
RMentities and not only the network elements (routers). Figure 3
shows an exanpl e of the normal NSIS signaling froma source RMto a
destination RM

Wth the usual behavior, the NSIS protocol [2] does not signal the RM
servers in the data path, and it does not force the signaling to
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follow the same path as the user data (because the source and
destination are different and the domai ns can have different routing
policies based on |ocal source |IP addresses). As presented in
Figure 3, the signaling nessage may not follow the same inter-donain
path fromthe sender donain to the receiver domain. |f this
situation occurs, the resource reservation will not be properly done
on the data path.

LR I R I R I O

* [ + *
* | RM | *
* e eee o + *
+- -+ +- -+
........... [BRl................|BRl.......
+- -+ +- -+

EE IR R I R R R O

+- -+ +- -+

*********lBRl********* *********lBRl*********
* +- -+ * * +- -+ *
* L + * * L + *
* | RM | * * | RM | *
* R + * * R + *
* oo+ * * *
* | C |____| * * *
* +-- -+ I * * *
* +- -+ * * +- -+ *
*********lBRl********* *********lBRl*********
+--+ +--+

| Rk S S S R |

I * to---o--- - + I

| * | RM | * |

| e oo |

| +- -+ +- -+ |

|- | BRI~ - | BRI ------- |

+--+ +--+

Rk b S S R R R I

———————————————————— signaling started by the client
.................... signaling started by the RM
C=client, RM= Resource Manager, BR = Border Router

Figure 3: Normal NSIS signaling

The major requirenments to achieve e2e network signaling are the
fol | owi ng:
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o0 signaling messages MJST follow the same path as the user data;
o all the Rvs in the data path MJST be signal ed

The NSIS framework, as it is being defined in the | ETF, cannot solve
these two maj or requirenments sinmultaneously. Therefore, the Genera
Internet Signaling Transport (G ST) [8] needs to be adapted in order
to fulfill the above requirenments, by creating a new TLV bject. The
proposal for the extension of the NTLP layer [8] is naned G ST
Extension for Hybrid On-path Of-Path Signaling (HyPath).

Wth this approach the conmuni cation between |ayers, NSLP [2] and
NTLP [8], works without changing their specifications. Figure 4
describes an exanple of the NSIS framework architecture using the
HyPat h.

T e TSR +
Resour ce Manager (RM
s +
I N
S I I +
| NSI'S v | |
| S + |
[ [ NSLP [
| B + |
I I " I
| oo + | | |
I | Ext. | I I I
I | Funct . | I I I
| oo * | | |
I o I I I
I | v v I I
[ o m e o e e e e e e e e e e ee—aa- o + [
I I I I
S R | G ST with HyPath extension [------------ >
I I I I
| B + |
i +

HyPat h extension on the NSIS architecture
Ext. Funct. = External Functions (eg. BGP processing)

Figure 4: NSIS architecture with HyPath

In order to fulfill these e2e requirenents the G ST processi ng MJST
i nclude the processing of the new object defined by this proposal
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3.1. HyPath signaling

HyPat h signaling provides a solution for the hybrid on-path off-path
signaling. To better understand the new signaling, Figure 5
illustrates the NSIS protocol with HyPath.

Kok ok ok ok ok ok ok ok ok ok ok ok ok ok ok k hkkkkkhkkhkhkkkkkkkkx hkkkkkhkkhkhkkkkkkkkx
L R + * * O + * * O + *
o | * * | | * * | | *
* RM | * * " RM | * * " RM | *
* | . * * " | * * " | *
O S + \ * R - + * R - + *
* * * * * *
* \+--+ +- -+ +- -+ +- -+ *
R S e e R B I I I I +---+ *
* | S |::::::::|BR|:_:|BR| |BR|:_:|BR|:::::::::| R | *
* oo+ R S R S oot ¥
kokkokokkokokkokkokokokokkk Kkkkkhhkhhkhkkkkkkx Kkkkkhhkhhkhkkkkkkx

-.-.-.-.-.- NSIS signaling path
=—========== Dat a path
TEONE NN AS | Ocal Nsl S Si gnal i ng

sender, R = receiver
Bor der Rout er

Figure 5: NSIS signaling with HyPath

When a user makes a QoS request to its local QS system NSIS
signaling MJUST occur in order to signal all RvMs in the path. This
signaling MIUST follow the same path as the data. Therefore, in the
first domain, in the local RM HyPath MJST use an external function
(as described in Section 3.3) to discover the |ocal egress border
router of the data.

Afterwards, G ST sends a nessage to the egress border router. This
message contains the normal NSLP payl oad and the new HyPath TLV with
additional information. This information will support the e2e
signaling requirenents (as described in Section 3.5).

Once in the egress border router, the NSIS signaling message, with
the HyPath additional information, is forwarded to the end user.

In this scenario, all border routers intercept NSIS nessages.

Therefore, the NSIS signaling nmessages are intercepted by the ingress
border routers that redirects these nessages to the | ocal RM
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After processing the received message, the RM server continues the
signaling by sending a message back to the ingress border router.
Here, the NSIS nessage is reinserted in the data path and conti nues
towards the destination.

These procedures continue in all domains until the last domain is
reached and the signaling stops in the RM server

Wth this architecture all the requirements to achi eve e2e network
signaling are net and no changes are needed in the definitions of the
NSLP. The changes needed on the G ST |ayer are described in

Section 3.5.

3. 2. Non- NSI' S dommi ns

The drawback of the approach described in Section 3.1 is that al
border routers of all donmains MJUST be NSIS aware and HyPath
compliant. Even though in theory this is a reasonable assunption, in
practice we cannot guarantee this scenario. For that reason, we
define an heterogeneous solution (described in nore detail in

Section 3.4) that works when border routers are not NSIS aware (nhon-
NSI' S domai ns) and the only information available is provided by the
routing protocol of the donain.

Since it is not possible to count on the NSIS interception in the
border router, the solution has to rely on the routing protocol

In non-NSI S donmai ns, when the RMintends to send a signaling nessage,
HyPath uses an external function (described in Section 3.3) to

di scover the |ocal egress border router on the data path and the next
RM 1P address. Wth this information, an NSI'S nessage with the NSLP
payl oad and the HyPath additional information (described in

Section 3.5) is sent directly to the RM of the next domain.

Usi ng again the external function to discover the |ocal egress border
router on the data path and the next RM I P address, the NSI S
signaling nessage is sent to the RMof the next domain. The
procedure described is repeated until the | ast donmain is reached.

In this approach, the signaling nmessages pass through all the RV in
the data path, even if they are not on the data path.

The di sadvantage of this approach is the extensive usage of the
external functions. Since these functions are used in all non-NSIS
domai ns, this approach would have an inpact on the processing tine
and on the anount of resources used.
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3.3. Usage of external functions

The motivation for off-path signaling was described in the beginning

of this docunent. |If the signaling is decoupled fromthe data path
(but still path-related signaling), two general problens need to be
sol ved:

o The RM MJST di scover the ingress and egress points through which
the data path will pass in its domain; this information is needed
in order to continue the NSIS signaling and to perform an
adm ssion control between the ingress and the egress border
routers and on the inter-domain |ink

0 In non-NSIS domai ns, the Resource Manager of the next domain MJST
be identified in order to propagate the request.

For these reasons, HyPath needs to use external functions to gather
the required information.

The interface between HyPath and the external functions MJST be as
descri bed next:

0 Cet EgressBRAddress(Source | P Address, Destination |P Address)

* This interface is responsible for requesting the | P address of
the data egress border router of the first domain. The
interface provides the data source and destination |IP addresses
and returns the egress border router |P address;

0 GCet Next RMAddr ess(Source | P Address, Destination |P Address)

* This interface is responsible for requesting the next RMIP
address in non-NSIS scenarios. The interface provides the data
source and destination |IP addresses and returns the RMIP
addr ess;

0 | sNext Domai nNSI S( Sour ce | P Address, Destination |IP Address)

* This interface is responsible for requesting the type of the
next domain. The interface provides the data source and
destination |IP addresses and returns the next donmain type (NSIS
or non-NSI S).

The external functions are outside the purpose of this specification
but an exanple of a BGP domain scenario is described next.
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3.3.1. BGP dommin scenario

In a BGP domain, the HyPath external function nust interact with the
BGP protocol for the local and inter donain routing.

In this scenario, the RM has access to the routing tables of the
border routers of its domain, and is able to question the BGP tabl es.
This interrogation is inplenmented as a request/response protocol via
telnet or ssh. The main information in the BGP routing table after
rejecting an unacceptable route is:

0 Accessible destination network list (IP prefixes);
o For each prefix:

* next router address (next-hop) in the adjacent domain; this
information is carried in the nessages inside the AS (i- BGP
session);

* |ist of Autonompbus Systens successively traversed (AS path),
from adj acent domains to the AS destination domain for the
desti nati on networKk;

o For each border router: address of neighbor routers with whomit
has established BGP session (neighbor) which are either border
routers or Router Reflectors [9].

The approaches to discover ingress and egress border routers are
descri bed next.

The di scovery process of the ingress border router depends on the
type of the actual and upstream domai ns.

If the actual and the upstream donmains are NSI'S donains, the ingress
router is easy to retrieve. It is the border router that intercepts
the NSI'S nmessage and redirects it to the RM

If the actual domain is an NSIS donmain and the upstream domain is a
non-NSI S Dorai n, the ingress router is retrieved fromthe nmessage
received by the RM In this case, the upstream RM sends t he nessage
directly to the local RMas explained in Section 3.5.1. The upstream
RMinterrogates the BGP table of its ingress border router and
retrieves the address of the next domain.

Rel ying on the intra-domain routing information (topology, traffic
engi neering) and BGP interactions, the RMof the AS2 retrieves the

i ngress border router in the next donain. In the upstream AS2 donain
the BGP R21 tabl es contain:
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Net wor k Next - Hop Pat h
*>ip form AS3 R31 i AS3

The RM of the AS2 interrogates this table and retrieves the next-hop
address of R31. This operation is done only with adjacent non-NSI S
domains. Then, it inserts this address in the signaling nessage to
be sent to the RMof AS3. A particular case is when the |IP address
of the next-hop is not distributed through the internal routing
protocol (for instance, if a private IP is used), and the new request
MUST be addressed to the egress border router

When this RMreceives the nessage, it already has the I P address of
the ingress border router. |If this address is not the | oopback
address (a private | P address, for instance), it can obtain the

| oopback address fromlocal BGP and topol ogy configuration

In a non-NSIS donmain, a simlar procedure to the one presented when
dealing with an NSIS donmain is followed.

Al'l border routers comrunicate in the i-BGP session in order to

di scover the egress border router inside an AS. The egress border
router is discovered using the BGP routing table of the ingress
border router. |If we deal with a full mesh iBGP (all border routers
are connected on i BGP), then the egress border router is a nei ghbor
As an alternative, if the domain uses Route Reflectors, either the
attribute ORIG NATOR I D, or the domain topol ogy can be used to find
the egress border router for the data path.

For non-transit traffic (i.e. traffic originating inside the donain)
the Resource Manager can use a database (simlar to TED for the PCE
El ement [10][11]) where the cartography of the domain (network

topol ogy) is stored.

The RM nmay obtain the I P address of a peer RMin an adjacent domain
through the Service Level Agreenent (SLA) between two adj acent
domai ns whi ch contains the | oopback address of the RM present in the
domain. As the administrator is aware of the SLAs, it can configure
the RMwith all peer RM addresses.

Anot her solution follows the SIBBS proposal that suggests to retrieve
the Bandwi dt h Broker address via a DNS nechanism (the BB for each
domain is to be nanmed bb. <domain_name > and put it in a CNAME record
in the DNS). Instead of using the domain name, we propose to
associate the AS nunber to an RM | P address.

When an RM needs to obtain the next RMIP address, it checks the BGP

table to find the AS path to the destination. In the AS path, it
finds the next AS nunber and, based on one of the nechani sns
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presented before, it does the correspondence AS nunber <-> RMIP
addr ess.

In this section we described sonme nechani sns that allow for the
solution of najor issues of the off-path signaling path, nanely to
di scover the next hop to signal and how to interact with externa
routing protocols such as BGP

3.4. Heterogeneous sol ution

The sol ution concerning NSI'S and non-NSIS donai ns presented are abl e
to fulfill the objectives for e2e signaling. However, as discussed
in the previous sections, they have sone di sadvantages. On one hand,
NSI' S domai ns need to use HyPath in the border routers. On the other
hand, in non-NSI'S donmai ns an intensive usage of external functions
that extensively access the routing protocol is needed.

A new solution is to integrate the two approaches presented.
Particularly, in this new scheme, in NSIS domains it is used the NSIS
solution and in non-NSIS domains it is used the non-NSIS sol ution

The hybrid approach raises a problemwhen there is interaction

bet ween donai ns that have different solutions inplenented, nanely
between NSI'S and non-NSI'S domains. |f the NSIS approach is used when
the border router sends the nmessage to the destination (through the
data path) the signaling nessage is never intercepted by the next
domain. Therefore, the next domain RMis never signal ed.

To solve this problem the NSI'S domain MJUST check the type of the
next donmai n before sending any signaling nessage. This information
is obtained fromthe normal AS association procedure. |If the next
domain is a non-NSIS domai n, the nmessage MJST be sent as described in
Section 3.1, otherwise it is sent as described in Section 3. 2.

This approach inplies that NSI'S donmai ns connected with non-NSI S
domai ns need to determine the type of the next domain. This
procedure m ght increase sonehow the conplexity of the solution. |If
an NSIS domain is only connected to other NSI' S domai ns the solution
is much nore straighforward and |ight weight.

3.5. NSIS architecture with HyPath
As described in the previous sections, the usage of HyPath for the
hybrid on-path off-path approach for e2e signaling across NSI'S and
non- NSI S dorai ns requires that the Rvs and the routers, especially
the border routers, support HyPath.

The main HyPath functionalities are the foll ow ng:
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0 In the Resource Mnager
* Discovery of the egress border router of the first domain
* Discovery of the ingress border router after a non-NSI'S donain
* RMsignaling
* Message reception and decodi ng
*  Sendi ng nessages
0 In the egress border router
* Start RMsignaling in the first domain
o In the ingress border router
* Message interception and sending themto the | ocal RM

* Reception of the local RMresponse nmessage and continuation of
RM si gnal i ng

These functionalities are described in nore detail in the next
subsecti ons.

3.5.1. HyPath on the Resource Manager

The HyPath in the RVs is responsible for changing the destination
address of the signaling nessage in order to assure that the right RM
i s signal ed

In the first domain (the domain where the network signaling starts),
HyPat h di scovers the egress border router on the data path using an
external function. |If the next donmain (discovered using the externa
function) is an NSIS donmain, the nessage is sent to the egress border
router. Oherw se, the ingress border router and the |IP address of
the RM of the next domain in the data path MJST be di scovered using
again an external function. Afterwards, the nessage is sent directly
to the | P address of the next domain RM

If a domain is not the first donmain, it nmeans that the NSI'S nessage
has al ready been received, and that the ingress border router
information is included in the HyPath. |f the next domain and the
current domain are NSIS donains, the nessage is sent to the ingress
border router (IP address in the MRM to be forwarded through the
same path as the data. |f the next donmain is a non-NSIS donain, then
again, an external function MJST be used to discover the ingress
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border router and the I P address of the RMof the next domain in the
data path. Afterwards, the message is sent directly to the IP
address of the next domain RM

The nmessages to be sent upstreamuse the normal G ST state to all ow
the usage of already established states and associ ations.

In the RM HyPath requires an RMstate table to store the previous RM
| P address when the previous or the |ocal domains are non-NSIS
domains. In all other cases HyPath does not require any state.

3.5.2. HyPath in the Border Router

HyPath in the border router has two different functionalities
dependi ng whether it is an egress or ingress border router. |In the
first domain, the border router acts as the egress router where the
signaling nerges with the data path. Fromthis point forward, if the
nmessage is always sent to the end user, the signaling path wll
follow the sane path as the data path. In the other donmains, the
border router acts as an ingress border router where NSI S nessages
are intercepted.

In the border router, if the messages are received fromthe |ocal RM
(HyPat h nmessages), they are forwarded to the end user. |If the
messages are intercepted, they are forwarded to the | ocal RM

If the received nessage is fromthe local RMand the current network
is neither the source nor the destination network, the nessage
direction MJST be set with the original direction field of the HyPath
addi tional information. The Border Router Address field of the
HyPath MUST be set with the address of the current machi ne and the
border router flag MJST be set.

If the received nessage is to be sent to the final destination and if
the border router flag is set, the Border Router Address field in the
HyPath additional information MJUST be checked. |f the Border Router
Address belongs to the | ocal domain, the nessage is forwarded, only
updati ng the Border Router Address field. |If the Border Router
Address is not fromthe |ocal domain the nmessage MJUST be sent to the
local RM In this case the source address MJST be set to the BR
address, the destination address MJST be set to the | ocal RM address
and the Border Router Address field MJST be updated with the |ocal BR
addr ess.

3.5.3. HyPath TLV Obj ect

Taking into account the requirenments of HyPath, additiona
i nformati on MJUST be included in all G ST Data nessages. To fulfil
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t hese requirenents, the new HyPath TLV MJUST be included in all data
messages received either fromthe NSLP or the network.

Only G ST Data nessages require the HyPath TLV object. This enables
HyPath to benefit fromthe standard nechanisns of G ST to establish
routing states and associ ati ons.

This approach will ensure that all data is understood by G ST and
that inportant off-path information is never discarded by HyPath non-
conpliant peers. A description of this object is presented bel ow

Type: 0xOC (TBD by | ANA)
Length: Vari abl e

T o i I S i S S S I  h i e s
| 1 P-Ver | Q B| Res| Sub- Type | Reserved |
T T i T it S S ity S SN N S S S
/1 Origi nal Source Address /1
B i S S T s i S T st i S S S S S S S S i
/1 Original Destination Address /1
B T S e T i S T e N S S

Bor der Rout er Address
R e R e i i o i B S O e e e i i b NI R D S R S S o S e o

The A/B extensibility flags follow the definition of TLV common
header in the G ST specification and MJST be used as Forward (’10").
Appendi x A 2.1 of [8] describes the G ST object extensibility feature
in nore detail.

Thi s approach allows the new TLV to be forwarded by HyPath unaware
peers.

Since the G ST processing remains the same, there is no concern about
non- conpl i ant HyPat h peers could reject unidentified data.

Sub- Type: type of HyPath nessage.

1. Standard nessage: a nessage that follows the data path and it is
intercepted in the border routers

2. Border router message: a nessage that it is sent fromthe border
router to the RM

3. Resource Manager nessage: a nessage that is sent either to the
border router of the actual domain or to the RM of the next
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domai n, depending on the type of the next domain (NSIS or non-
NSI S)

Flag G original direction flag

Flag B: neans that the Border Router Address field is present
Original Source Address: original data source address
Original Destination Address: original data destination

Border Router Address: border router address to where the resource
manager MJUST send the next nessage.

This new TLV Obj ect needs to be processed by G ST peers that support
HyPath. The Source and Destinati on Addresses of the MRM are changed
to performthe off-path signaling. The Oiginal Source and Origina
Destination addresses are the data fl ow addresses that are kept
unchanged and stored on this object. Taking into account the HyPath
architecture, the Border Router Address field carries the border
router address and depicts the Source and Destinati on Addresses
needed to performthe off-path signaling.

The HyPath TLV is al so conposed by two flags that can influence the
G ST nmessage processing. The Oflag is used to store the origina
direction val ue whenever off-path is used in the signaling. If the B
flag is set, HyPath nmessage processing knows that the Border Router
Address is present, otherwise this field is not checked.

3.6. HyPath extension in A ST Processing

G ST i npl enent ati ons supporting HyPath MJST include the HyPath TLV
hject within all Data nmessages received fromthe NSLP

When a data nessage is received fromthe network, G ST will verify if
it has a matching routing state, otherwise a "No Routing State" error
message MJST be sent to the source peer. |If a state was already been
defined, G ST will pass the nmessage directly to NSLP. However, when
HyPath processing is present, G ST MIJST set the source and
destination addresses of the MRM according to the HyPath
specification. These processing rules were described in the previous
sections of this docunent.

Using the A ST specification, one possible inplenmentation scenario
can be the extension of the G ST Node Processing State Machine. The
processing rules that need to be changed are Rules 4 and 5. The
requi red changes for HyPath support are as foll ows:
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Rule 4 (rx_Data):
i f(HyPat h support)
hypat h processing
if (node policy will only process Data nessages with matching
routing state) then
send "No Routing State" error nessage
el se
pass directly to NSLP

Rule 5 (tg_NSLPData):
i f(HyPat h support)
hypat h processi ng
i f Q@ node encapsulation is not possible for this MR
reject nessage with an error
el se
if (local policy & transfer attributes say routing
state is not needed) then
send nessage statel essly
el se
create Querying-SM and pass message to it

| npl enent ati ons nmay achi eve the sane results using other nethods.
3.7. HyPath multiple domain exanpl e

To better understand how HyPath works in a nultiple domain situation
a three donmmins exanple is described next. This exanple is conposed
by three networks (A, B and C), three RMs (RMA, RMB and RM C), four
border routers (BR Al, BR Bl, BR B2 and BR Cl) and two users (S
source user, and D, destination user).

Network A is conposed by the source user, S, RM A and BR Al. Network
B is conposed by RM B and two BRs, BR Bl and BR B2. Network Cis
conposed by the destination user, DO RMC and BR C1. Network A
connects to network B through BR Al and BR Bl and network B connects
to network C through BR B2 and BR Cl. The connection between network
A and network C MUST be through network B. The data path between the
source user and the destination user is the follow ng sequence: S ->
BR AL ->BRBl1 ->BRB2 ->BRCl ->D.

Figure 8 illustrates the three domai ns network, including the
signal i ng nessages required to make a signaling between the source
and the destination users. 1In this case, the source user, S,

requests the I ocal RM using one signaling protocol (independent from
HyPath) that initiates HyPath signaling to the destination user
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S + S + S +
| +--- - - - + | +--- - - - + | +--- - - - +
|| || || || || ||
| | RMA] | | | RMB| | | | RMC| |
|| (. || (. || (.
| e + | e + | e +
|~ I |~ I | 7 I I
I | al I l[c _| |d I lg _| I
I I I [ | I I [ | I I
[ [ +-- - - - + b +----- +<--+ H----- + f +----- + [
| +->|BR Al|-->| BR B1|----- >| BR B2| -->| BR Ci] | |
| | e + e + e +----- + e + Vv |
| +---+ I I I I +-- -
[l S| I I I I | D]
| +---+ I I I I - -4
S + S + S +
[ <- Net A -> | <- Net B -> | <- Net C ->

-.-> Protocol between users and the RM
---> NSI S messages with HyPath

Figure 8: HyPath architecture in the border routers

HyPath signaling starts in the RM A, where the NSLP requests HyPath
to send a nmessage fromS to D. Before starting the signaling, the

| ocal data path egress border router needs to be discovered (using an
external function). Wth this information, the RM A sends the
message to the respective egress border router, BR Al.

When the BR Al receives the nessage, knows it MJST be injected in the
data path. BR Al changes the received MRMw th the ori ginal

i nformati on avail able there (source |IP address, destination IP
address and direction) and sends the nessage towards the destination
This is the first nmessage that follows the data path, like as if it
had been generated by the source user.

In network B (the next domain) the message is intercepted by the

i ngress border router (BR Bl). This border router checks if the
message needs to be sent to the local RMor not. Since the nessage
was received from another donmain (by checking the BR Address field)
the message is then forwarded to the local RM RM B. The MRM
information is changed in order to send the nessage to the |ocal RM
Moreover, the source is changed to the BR I P address and the
destination is changed to the local RMIP address. The direction of
the nmessage is also set to downstream

In RM B, when HyPath receives a nessage, sends it to the respective
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NSLP. |If the NSLP sends a response nessage, it is sent back to the
respective BR, BR Bl. Before sending the nmessage, the destination IP
address MJST be changed to include the BR I P address information

One nessage where the border router field is not set (in case it is
the first nmessage) is treated as a new signal. Wth the BR Bl IP
address, the nessage is sent upstream (using the already established
states) to BR Bl.

When a nessage is received in BR Bl, fromthe RM B (because of the
message type), it is injected in the network, like in BR Al. The
message is then sent to the destination

In network B the nmessage is intercepted by the egress border router
BR B2. In this BR, the nessage does not need to be sent to the |oca
RM because the previous node is a |local node (BR Bl). This neans
that no processing is needed and the nessage is forwarded to the
destination. Only the BR | P address MJST be updat ed.

In network C the nmessage is again intercepted by the ingress border
router, BR Cl. The ingress border routing procedure is the sane as
descri bed above, and the nessage is sent to the local RM (RM Q).

RMCis treated as the | ast node because the destination user is in
the RM network. Here, the HyPath signaling stops and anot her type of
signaling (protocol independent fromthe HyPath such as the Session
Initiation Protocol [13]) can interact with the destination user.

When the NSLP requests a response nessage to a HyPath nessage in the
RMs, the procedure is sinmlar to the one described previously.

3.7.1. HyPath in unaware entities

The NSIS entities that are not configured to process HyPath nessages,
as defined by this specification, MJST include the HyPath object in
all forwarded nessages, even if they do not support it. Figure 9
shows an exanple of this scenario. |In this exanple the Border
routers "BR1" and "BR2" have HyPath enabled. The interior routers,
"R1" and "R2", are NSIS routers with HyPath di sabled (or not
supported). Wen the nessage is received by "R1", after |oca
processing, it is forwarded to "R2" as a standard G ST nessage
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Figure 9: HyPath unaware exanpl e

Thi s approach ensures that the HyPath data is never discarded or
ni sunder st ood by non HyPath entities. 1In these entities G ST
processing is not affected by the HyPath object.

4., Security Considerations
This docunment will not introduce new security issues to G ST. The
mai n i npact of HyPath in G ST is the additional TLV object in Data
messages and its additional processing. The security considerations
for this proposal are the ones applied to d ST.

5. Open issues
This section describes the open issues related to the HyPath and this
will be discussed and clarified |later.
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