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Real-Time Prediction of Neurally Mediated Syncope
R. Couceiro, P. Carvalho, R. P. Paiva, J. Muehlsteff, J. Henriques, C. Eickholt, C. Brinkmeyer, M. Kelm, and C. Meyer

Abstract—Neurally mediated syncope (NMS) patients suffer
from sudden loss of consciousness, which is associated with a high
rate of falls and hospitalization. NMS negatively impacts a sub-
ject’s quality of life and is a growing cost issue in our aging society,
as its incidence increases with age. In this paper, we present a
solution for prediction of NMS, which is based on the analysis
of the electrocardiogram (ECG) and photoplethysmogram (PPG)
alone. Several parameters extracted from ECG and PPG, asso-
ciated with reflectory mechanisms underlying NMS in previous
publications, were combined in a single algorithm to detect im-
pending syncope. The proposed algorithm was evaluated in a pop-
ulation of 43 subjects. The feature selection, distance metric se-
lection, and optimal threshold were performed in a subset of 30
patients, while the remaining data from 13 patients were used to
test the final solution. Additionally, a leave-one-out cross-validation
scheme was also used to evaluate the performance of the proposed
algorithm yielding the following results: sensitivity (SE)—95.2%;
specificity (SP)—95.4%; positive predictive value (PPV)—90.9%;
false-positive rate per hour (FPRh)—0.14 h−1, and prediction time
(aPTime)—116.4 s.

Index Terms—Autonomic nervous system, blood pressure reg-
ulation and variability, electrocardiogram (ECG), neurally medi-
ated syncope (NMS), photoplethysmogram (PPG).

I. INTRODUCTION

SYNCOPE is a transient and self-limiting loss of conscious-
ness, resulting from a transient global cerebral hypoperfu-

sion and is characterized by a rapid onset, short duration, and
spontaneous complete recovery [1]. Also referred to as vasova-
gal and neurocardiogenic syncope, NMS belongs to a broader
group of syncope known as reflex syncope, which is responsible
for 21% of syncope episodes [1].

In the latest Framingham study [2] involving 7814 partici-
pants between 20 and 96 years old, it was reported an incidence
rate of 6.2 per 1000 person-years. Moreover, the incidence of
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syncope was shown to increase with age, ranging from 2.6 to 5.4
per 1000 person-years between 20 and 69 years old. The same
study shows a sharp rise to 11.1 and 19.5 per 1000 person-years
within the 70–79 and above 80 years old populations [2], [3].

The main causes of syncope are generally benign. However,
it is associated with frequent hospitalizations and accounts for
1–3% of all emergency department (ED) visits, as well as 1–
6% of all hospital admissions in general [2], [4]. Moreover, in
the U.S. approximately 4% of syncope patients discharged from
the ED experience severe adverse events (e.g., readmission or
death) within 72 h [4].

The recurrence of syncope episodes gains special emphasis in
elderly populations, where morbidity is particularly high. Fear
of falling often leads to reduced physical and social activity,
which is associated with increased mental decline and inci-
dence of medical conditions. Subsequent institutionalization is
a common consequence of syncope in this age group [1].

The main advances in syncope treatment and prevention fo-
cus on lifestyle modifications, which include the education of
patients regarding the awareness and avoidance of triggers, the
early recognition of prodromal symptoms, and performance of
counter measures to abort the syncope episode [1]. Thus, the
development of a noninvasive and nonintrusive, as well as cost-
efficient personal p-health system to alert patients in case of
an impending syncope might: 1) provide an opportunity for the
patient to perform early countermaneuvers (e.g., physical coun-
terpressure maneuvers—PCMs) and avoid or delay syncope, as
well as 2) help in diagnostics of underlying pathophysiological
mechanisms with better personalized treatment options.

A. Background and State of the Art

Orthostatic intolerance is thought to be one of the most com-
mon triggers of reflex syncope [5]. Investigators believe that
the abrupt and excessive amount of venous blood pooling dur-
ing standing posture is responsible for a decrease in the ve-
nous blood return to the heart resulting in more vigorously
ventricle contractions and excessive stimulation of the ven-
tricular mechanoreceptors. As a result, a “paradoxical” with-
drawal in sympathetic tone can occur, i.e., cardioinhibition and
vasodepression. This process is associated with a decrease in
blood pressure and finally syncope [6]. Although the increase
in parasympathetic activity (cardioinhibition) is commonly ob-
served during NMS, hypotension due to vasodepression is con-
sidered as the primary mechanism leading to the loss of con-
sciousness [7].

Several studies have been proposed in the literature for NMS
prediction, differing on the objectives, methods and used modal-
ities. The most common approach is the early prediction of the
head-up tilt table test (HUTT) outcome based on an analysis
of HR and BP parameters before and after tilt, i.e., during the
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supine position and early passive standing position. These meth-
ods are mainly focused on the analysis of the HR and/or SBP
variability using either time- or frequency-domain techniques,
or both. The time-domain methods focus on the evaluation of
temporal changes of HR during the supine and upright posi-
tions, using statistical features, such as mean, standard devia-
tion [8]–[11], variance and kurtosis [12], or even doing simple
comparisons between the HR in both phases [13], [14]. The
frequency-domain methods are mainly based on the evaluation
of the characteristics of the low (LFr: 0.04–0.15 Hz) and high
(HFr: 0.15–0.40 Hz) frequency components (e.g., power and
area) and on the relationship between the characteristics of those
components (the LFr/HFr ratio) as measures of sympathovagal
balance [10], [11], [15]–[17]. Additionally, methods using in-
dices of myocardial contractility assessed from peak endocardial
acceleration [18], from transthoracic impedance cardiography
(ICG) [19], [20] and from the arterial blood pressure waveform
[21] have also been proposed in the literature.

In contrast with the early prediction approach, the real-time
prediction problem has only been addressed in the later years,
where hemodynamic changes are continuously monitored dur-
ing the whole HUTT protocol. Rather than focusing on the
hemodynamic responses resulting from the change of posture,
the real-time approaches continuously assess the risk of an im-
pending syncope episode from the monitored hemodynamic pa-
rameters. Since the mechanisms underlying the occurrence of
syncope are characterized by fast dynamics and are not lim-
ited to changes of posture, these approaches are believed to
have a wider scope concerning the real-life scenarios. Here,
the changes in heart rate (HR) and continuously measured sys-
tolic blood pressure (SBP) have also been considered [22], [23].
Virag et al. [22] proposed a method for real-time prediction of
impending syncope based on the time and frequency analysis of
the HR and SBP signals, while Mereu et al. [23] evaluated the
prediction ability of HR and BP (SBP, MBP, DBP, and PP) trends
and the ratio between the dRR (first derivative of RR) with those
trends. However, current noninvasive blood pressure monitoring
systems have several disadvantages. Most obviously their appli-
cation is cumbersome due to bulky and expensive hardware, as
well as complicated handling with the need for frequent cali-
brations [24]. These limitations become critical in unsupervised
environments such as at home or in ambulatory scenarios, where
low cost and easy-to-use devices are essential. More recently,
several authors focused on the evaluation of changes of the pulse
arrival time (PAT) alone [25], as a surrogate for SBP changes,
or combined with HR changes [26], [27] and, finally, prediction
of syncope. In our previous works [25], [28], we established
and validated a method for syncope prediction using PAT and
evaluated the possible mechanisms underlying the development
of NMS.

B. Main Contributions and Paper Organization

In this paper, we propose a complete framework with tai-
lored algorithms for prediction of NMS by analyzing changes
of several cardiovascular parameters that characterize the
chronotropic (HR), inotropic (left ventricular ejection time—

Fig. 1. Schematic representation of the proposed algorithm structure. HR,
PAT, left ventricular ejection (LVET), SI and RI are extracted from the analysis
ECG and PPG, which are postprocessed and evaluated in order to extract seven
features. Syncope prediction is performed using a threshold-based approach
applied to the distance of the extracted features to an orthostatic stable reference.
A notification is generated if the distance measure surpasses a predefined optimal
threshold (THo ).

LVET), vascular tone and blood pressure (PAT, stiffness index—
SI, and reflection index—RI). These parameters were extracted
from the joint analysis of the electrocardiogram (ECG) and
photoplethysmogram (PPG), which can be acquired easily and
nonobtrusively with state-of-the-art equipment. The parameters
were normalized and led to the definition of ten features. The
best seven features were selected and the distance to the ortho-
static reference was calculated using the Minkowski distance
metric. A threshold-based approach was adopted to detect im-
pending syncope.

The remainder of this paper is organized as follows. The
proposed solution for syncope prediction is presented in
Section II. The experimental protocol used in the present study
is described in Section III. The main results and respective dis-
cussion are presented in Section IV. Finally, we present our main
conclusions in Section V.

II. METHODS

The main steps of the proposed solution are illustrated in
Fig. 1, which are: 1) detection of motion artifacts; 2) param-
eter extraction and postprocessing; 3) feature evaluation; and
4) syncope prediction.

A. Detection of Motion Artifacts

It is well known that the PPG signal is prone to several sources
of error (e.g., motion artifacts), which can be a serious obstacle
in the reliable extraction of the derived parameters, especially in
uncontrolled environments such as home care and ambulatory
scenarios. Therefore, it is important to detect the sections of
the PPG signal that are corrupted and consequently shall not be
included in the subsequent steps of the analysis. In the proposed
framework, we adopted a motion artifact detection algorithm
using features from the time and period domain of the PPG sig-
nal [29]. The classification of the corrupted/clean PPG sections
is performed using a C-support vector classification (C-SVC)
algorithm [30], with a radial basis function kernel. The classifi-
cation model was fed with eight inputs calculated from the rate
of change of the time- and period-domain characteristics of the
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Fig. 2. Segmentation of the PPG using a multiple-order derivative analysis
approach.

PPG signal. The time-domain features were extracted from the
morphological characteristics of the PPG signal:

1) Pulse amplitude—difference between the pulse peak
height and its preceding trough depth (pulse onset);

2) Trough depth difference—difference between the foot
height of consecutive pulses;

3) Pulse skewness—evaluation of the pulse symmetry;
4) Pulse kurtosis—evaluation of the pulse “peakedness”

To extract the period-domain features, the discrete-time short-
time Fourier transform was applied, and the most relevant char-
acteristics of the spectra were evaluated: 1) location of the spec-
trum second major spike; 2) location of the spectrum third major
spike; 3) length of the spectrum third major spike; and 4) ratio
between the area of the three major spikes and the area of the
remaining spectrum.

B. Parameter Extraction

Chronotropic and inotropic changes were assessed via HR
and LVET.

The HR was derived from the analysis of the ECG signal
and was defined as the time span between consecutive R-peaks,
detected by a Pan–Tompkins algorithm [31].

The LVET was assessed from the PPG analysis using an
extension of the algorithm proposed in [32]. First, the PPG
signal is band-pass filtered in a 0.23–18 Hz frequency band
to remove high frequency noise and the baseline fluctuations.
Second, the onset of each PPG pulse is detected using a multiple-
order derivative analysis approach. Derivatives from order 1–3
(f ′

ppg to f ′′′
ppg , respectively) are calculated using a five-point

digital differentiator [22] and the onset of each PPG pulse is
defined as the local maxima (D3lmax) on the f ′′′

ppg preceding
the local minima (D3lmin) that corresponds to the f ′

ppg local
maxima (D1lmax), as presented in Fig. 2. To detect the D1lmax,
a cumulative histogram of the f ′

ppg data is calculated and the
threshold ThRPPG is defined as the greater value bellow which
90% of the observations are found. The f ′

ppg local maxima
with absolute amplitudes greater than ThRPPG are defined as
D1lmax [33].

Each extracted PPG pulse was normalized to the unit, the
linear trend was removed and the systolic and diastolic phases
were identified. The systolic phase associated with the ventric-

Fig. 3. Schematic representation of the approach used to determine LVET,
SI, and RI. Top: Second derivative of the PPG pulse for determination of the
systolic and diastolic phases. Middle: Gaussian model of the PPG pulse and the
characteristic points used to assess SI and RI, respectively. Bottom: First and
second derivatives of the systolic model used to determine LVET.

ular ejection was defined between the onset of the PPG pulse
and the onset of the dicrotic notch (or inflection). The diastolic
phase, resulting from pulse reflections in the arterial path, was
defined as the portion of the PPG pulse between the offset of the
dicrotic notch and the offset of the PPG pulse, as presented in
Fig. 3 (top). The onset/offset of the dicrotic notch was defined
as the negative-to-positive/positive-to-negative zero crossings
between 0.2 and 0.4 s [34].

The systolic and diastolic phases were modeled by a sum of
three and two Gaussian function, respectively, and PPG pulse
model was defined as follows:

fm (t, βj ) =
5∑

j=1

aj e

−(t−c j )2

2 b 2
j , βj = {a, b, c}j (1)

where the parameters aj , bj , and cj correspond to the ampli-
tude, location, and length of the Gaussian function j. The sum
of the first and second Gaussians (g1 + g2) corresponds to the
wave driven by the systolic ejection. The third Gaussian (g3) is
related to the first pulse reflection at the junction between the
thoracic and abdominal aorta, presented in Fig. 3 (middle). The
fourth and fifth Gaussians (g4 and g5) derive from forward pulse
reflection at the juncture between abdominal aorta and common
iliac arteries [35] and minor reflections and re-reflections in the
systemic structure, respectively. The adjustment of the model
parameters was achieved minimizing the sum of the squared
residuals, using the least squares minimization method, as
follows:

fMSE(β) =
1
N

N∑

n=1

[f (n) − fm (n, β)]2 (2)



COUCEIRO et al.: REAL-TIME PREDICTION OF NEURALLY MEDIATED SYNCOPE 511

where fm (n, β) is the MG model with the set of parameters
βj = {a, b, c}j , j = 1, . . . , 5. Using the interior point algorithm
[36], the goal is to solve nonlinear constrained optimization
problem presented in

min fMSE(β)
subject to g (β) ≤ 0

lb ≤ β ≤ ub
(3)

where g (β) ≤ 0 and lb ≤ β ≤ ub are the physiologically driven
inequality constrains and the boundaries to which the parameters
are subject.

The LVET was defined by the time span between systolic
peak of the systolic model second derivative (D2sp ) and the
notch in the systolic model first derivative (D1nt), as presented
in Fig. 3 (bottom).

To assess vascular and blood pressure changes, three highly
pressure dependent parameters were also extracted [25], [35],
[37], [38]. The SI is associated with the velocity of a pulse
wave in large arteries [39] and correlates with pulse pressure
[35] was defined as the time span between the forward wave
(g1 + g2 + g3) and the reflected wave (g4) and is described by:

SI = T2 − T1 (4)

where the T1 is the time index corresponding to the maximum
of the forward wave (g1 + g2 + g3) and the T2 is the time index
corresponding to the peak of the reflected wave (g4), as indicated
in Fig. 3 (middle).

The RI, associated with small artery stiffness [39], was de-
fined as the ratio between the amplitudes of the forward wave
(g1 + g2 + g3) and the reflected wave (g4) and is described by:

RI = P2/P1 (5)

where P1 is the amplitude of the forward wave (g1 + g2 + g3)
and P2 is the amplitude of the reflected wave (g4), as indicated
in Fig. 3 (middle).

Finally, PAT80% was defined as the time span between the
ECG R-peak and the moment in time corresponding to 80%
of the PPG pulse amplitude after its onset, which is known to
correlate well with a decreasing BP in NMS [11].

C. Parameter Postprocessing

The presence of motion artifacts in the ECG signal and the
inappropriate behavior of the parameter extraction algorithms
can lead to the appearance of spurious values that do not reflect
the undergoing physiological processes and consequently in in-
accurate interpretation of data. This issue can be particularly
observed in unsupervised monitoring with ill-defined measure-
ment conditions. Therefore, a postprocessing step is needed to
detect and remove these spurious values. In the current frame-
work, a sliding window boxplot analysis [40] was adopted to
remove outliers from the extracted parameters. First, a smoothed
version (PRsi) of each parameter PRi was calculated using a
moving median average filter (121 beats length—presented in
Fig. 4 for the LVET parameter as a red thick line). The ex-
tracted PRsi was subtracted to the parameter time series PRi

according to

Fig. 4. Example of the adopted outlier detection approach based on a 121
beat sliding window box plot analysis. Top: Extracted LVET parameter (P R2 )
smoothed LVET (P Rs2 ) and detected outliers. Bottom: LVET parameter
difference (P D2 ), and outlier detection criterion limits (Q1 − 3∗IQR and
Q3 + 3∗IQR).

PDi(t) = PRsi(t) − PRi(t) (6)

where PDi(t) is the resulting time series without the main
trend (presented in Fig. 4 for the LVET parameter—bottom),
herein called as parameter difference.

Let PDw
i (t) = {PDi(t − w, . . . , t + w} be a temporal slid-

ing window over the derived time series PDi with length
w∗2 + 1 and centered in the instant t, for the ith parameter.
For each window, the lower quartile (Q1: 25th percentile), the
upper quartile (Q3: 75th percentile), and the interquartile range
(IQR = Q3 − Q1) are identified. The PRi sample at the in-
stant t is considered an outlier if the corresponding PDi sample
(see Fig. 4—bottom) satisfies the following criterion:

PDi (t) < Q1 − 3 ∗ IQR ∨ PDi (t) > Q3 + 3 ∗ IQR. (7)

Finally, all the identified outliers are excluded from the ex-
tracted parameters time series PRi .

The rationale behind this approach is that the sporadic param-
eter values resulting from artifacts and noise can be detected as
outliers, which greatly differ from the parameter main trend.

Finally, the parameter time series were linearly interpolated
at a 2 Hz frequency, which according to [25] is well above the
required minimal sample frequency and a Butterworth low-pass
filter with a 0.05 Hz cutoff frequency was used to reduce high
frequency noise.

D. Feature Evaluation and Selection

To develop a robust prediction algorithm, independent from
the patient’s specific characteristics, the extracted parameters
were normalized according to (8) and (9), resulting in a set
of ten features in total (summarized in Table I). The first five
features were defined as follows:

FTi (t) = P̃Ri(t) =
PRi(t)
PRref i

, i = 1, . . . , 5 (8)

where FTi is the ith feature, PRi is the ith parameter, PRref i

is the average of each parameter during the second minute (refer-
ence window) after the patient was tilted to the upright position,
and t is the time instant. The selection of the second minute
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TABLE I
CORRESPONDENCE BETWEEN PARAMETERS/FEATURES INDEXES AND NAMES

Parameter name Parameter index Feature name (first set) Feature name (second set)

HR P R1 P̃ R1 ΔP R1

LVET P R2 P̃ R2 ΔP R2

SI P R3 P̃ R3 ΔP R3

RI P R4 P̃ R4 ΔP R4

PAT P R5 P̃ R5 ΔP R5

as the reference window ensures that the patient achieves or-
thostatic stabilization, which typically occurs within less than
1 min [6].

Additionally, the normalized changes of the extracted pa-
rameters during the last 1.5 min (the minimum response time
according to [25]) were also taken into account as follows:

FTi+5 (t) = ΔPRi (t) =
PRi (t) − PRi(t − 1.5min)

PRref i
,

i = 1, . . . , 5. (9)

The selection of the most appropriate features for syncope
prediction was performed using the approach proposed in [41],
where the features are selected based on a score metric (FSS)
combining their relevance and redundancy, presented in (10).
The relevance of each feature was assessed by the area under
the curve (AUC) of the receiver operating characteristic (ROC)
curve, while its redundancy was assessed by Spearman’s rank
correlation coefficient (RCC)

FSSi = AUC (FTi) −

∣∣∣
∑

FT j ∈S RCC(FTi ,FTj )
∣∣∣

|S| (10)

where AUC (FTi) is the AUC obtained by the ith feature,
RCC (FTi ,FTj ) is Spearman’s RCC between the ith and jth
feature, S is the subset of selected features at each iteration,
and |S| its cardinality. In sum, seven features were selected
corresponding to the highest features selection scores.

1) Syncope Onset Detection Algorithm: From the analysis
of the extracted features immediately before the onset of syn-
cope, we observed significant changes in the majority of the tilt
positive patients (see Fig. 5). The chronotropic and inotropic
variations were reflected in a substantial decrease of ΔPR1
and increase in ΔPR2 . Moreover, a significant drop in blood
pressure was reflected in a substantial increase of P̃R3 , P̃R5 ,
ΔPR3 , ΔPR5 and decrease of P̃R4 .

To illustrate how the features vary during a HUTT, principal
component analysis was applied to the selected features in two
patients (with/without NMS), and a representation of the first
three principal components is shown in Fig. 6. In general, for
HUTT positive (po) patient, the trajectory evolves away from
the orthostatic stable reference point, just before the onset of
syncope. An example of this behavior is presented in Fig. 6
(top) for a 69-year-old patient with manifested syncope and
GTN provocation. Contrarily, on HUTT negative (ne) patients
the trajectory remains closer to the orthostatic stable state as

Fig. 5. HUTT of a 50-year-old patient with syncope onset during GTN provo-
cation. Representation of the seven most discriminant features assessed from
the extracted parameters, SBP and HUTT sequence.

Fig. 6. Illustration of the trajectory of the three principal components extracted
from the most discriminative features, during HUTT procedure. Top: 69-year-
old patient with manifested syncope and GTN provocation. Bottom: 78-year-old
patient with no syncope and GTN provocation.
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Fig. 7. HUTT of a 69-year-old patient with manifested syncope and GTN
provocation. Top diagram: SBP (blue) and FD (black) time series during HUTT.
Bottom diagram: Phases of HUTT. Reference window represent as a black bar,
corresponding to the second minute of phase 2. BPf window corresponds time
between the start of BP fall and the syncope episode.

shown in Fig. 6 (bottom) for a 78-year-old patient with no
syncope after GTN administration.

These findings suggest that distance metrics might be used
to differentiate the stable state from the risk of an impending
event, i.e., to capture changes relative to a stable orthostatic
reference at the beginning of the standing period (FTref). In
order to choose the distance metric that better suits syncope
prediction, several metrics were evaluated using ROC analysis
combined with a fivefold cross-validation scheme. The high-
est F-measure was adopted as the selection criterion leading
to the selection of the Minkowski distance metric (p = 2−0.5),
which was calculated according to (11). Since the proposed
measure does not account for the direction of the evolving tra-
jectory, it is necessary to eliminate feature variations that are
not associated with the physiological mechanisms underlying
NMS, and might negatively affect FD measure. Therefore, the
ΔPR3 and ΔPR5 values above unit and P̃R4 values below
unit were set to one. Additionally, ΔPR1 values below zero,
and ΔPR2 , ΔPR3 and ΔPR5 values above zero were set to
zero

FD (t) =

(
7∑

i=1

|FTi (t) − FTref i |p
)1/p

, p = 2−0.5 (11)

where FD (t) is the Minkowski distance at the time instant t.
Impending NMS was detected when FD crosses a prede-

fined optimal threshold. The SBP, FD, and HUTT sequence
are presented in Fig. 7 for an example case of 69-year-old
patient.

III. DATA COLLECTION

A. Study Design and HUTT Protocol

Data were acquired during scheduled diagnostic HUTT from
55 patients with unexplained syncope. All patients gave written
informed consent to participate in this study (ClinicalTrials.gov
identifier: NCT01262508).

TABLE II
PATIENT CHARACTERISTICS (AVG ± STD)

Tilt positive (n = 21) Tilt negative (n = 22)

Age [y] 57 ± 18 63 ± 17
Weight [kg] 86 ± 15 74 ± 13
BMI [kg/m2] 27.1 ± 4.6 26 ± 5
Male/female 13/8 10/12
GTN yes/no 15/6 15/7

The HUTT protocol followed the recommendation of the
European Society of Cardiology (ESC) and consisted of four
phases: 1) the patient was lying at rest of at least 15 min; 2) the
patient did a passive standing exercise of 20 min at a position
of 70°; 3) phase (2) was extended by 15 min, if no syncope
occurred, with sublingual administration of 400 μg of glycerol
trinitrate (GTN); and 4) the patient was tilted back to supine
position. The HUTT stopped at any moment in time, if syncope
occurred and the patient was brought back to supine position
immediately for recovery. The nurse accompanying the study
documented any prodromal symptoms such as dizziness, sweat,
tremor, etc., during the procedure.

According to the guideline of ESC, the test outcome was
classified as positive (po) or negative (ne) [2]. A positive result
is characterized by occurrence of syncope or presyncope with
the presence of bradycardia, hypotension, or both.

Data of 12 patients had to be removed due to BP regula-
tion failures not caused by syncope, presence of arrhythmias or
poor data quality in BP and PPG signals. The characteristics
of the reaming study population consisting of 43 patients are
summarized in Table II.

B. Experimental Setup

The patients were monitored using two independent acquisi-
tion systems during the whole HUTT protocol.

The ECG-II lead and PPG signal (with sampling frequen-
cies of 500 and 126 Hz, respectively) were acquired using a
Philips MP50 patient monitor [42] extended with a data logger
functionality. To collect the PPG signal, a standard SpO2 sensor
was attached to the index finger.

Continuous noninvasive blood pressure (@50 Hz) was col-
lected using a “Taskforce Monitor” [43]. Additionally, two ECG
leads (@1000 Hz) and an ICG signal (@50 Hz) were also ac-
quired. Based on these signals, several hemodynamic parame-
ters are provided, such as continuous (beat-to-beat) SBP, total
peripheral resistance index, and stroke volume.

The synchronization of the data coming from both sys-
tems was performed by temporally aligning the RR intervals
time series extracted from ECG signals of both acquisition
systems.

IV. RESULTS AND DISCUSSION

To evaluate the performance of the proposed algorithm,
two validation schemes have been adopted: 1) three-way data
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Fig. 8. Diagram of the adopted three-way data split validation scheme.
Train/validation: Feature selection, distance metric selection and optimal thresh-
old definition. Test: Evaluation of the proposed algorithm prediction capability.

split validation (shown in Fig. 8); and 2) leave-one-out cross-
validation LOO CV.

In the three-way data split validation scheme, the dataset was
randomly partitioned into a train/validation and test subsets.
The train/validation subset was constructed in order to have
approximately 70% of the study population, corresponding to
15 po patients and 15 ne patients. The remaining 13 patients (ap.
30%), i.e., six po patients and seven ne patients, were included
in the test subset.

The train/validation subset was used to select the best fea-
tures, evaluate the performance of the proposed algorithm, and
select the optimal threshold for syncope prediction. The algo-
rithm performance and optimal threshold were evaluated using a
fivefold cross validation (5f-CV) approach (repeated 20 times).
In this process, the training set (four subsets) is used to find
the optimal threshold based on ROC analysis, while remaining
subset is used for validation. This process was repeated for each
of the five subsets (folds). The test subset was used to validate
the final solution, and test the real algorithms’ performance.

In the leave-one-out cross validation scheme, the dataset was
partitioned into 43 subsets, corresponding to each patient. From
the 43 subsets, 42 subsets were used for training and the remain-
ing subset was used for testing. The cross-validation process was
repeated 43 times with each of the 43 subsets being used exactly
once as the validation data.

The proposed methodology was evaluated using the follow-
ing metrics: F-measure (F-m), sensitivity (SE) and specificity
(SP), positive predictive value (PPV), false-positive rate per
hour (FPRh), prediction time average (aPTime), and standard
deviation (sPTime).

The detection result was considered a true positive (TP) if an
alarm is generated within the time window corresponding to the
time between the start of BP fall and the syncope episode (BPf
window). Otherwise, the detection result was considered a false
positive (FP). A true negative (TN) was assigned if no alarm
is generated outside the BPf window, whereas a false negative
(FN) is considered if alarms are generated in this period. The
FPRh was defined as the number of false-positives divided by
the sum of all non-BPf windows (in hours) of all patients, while

Fig. 9. Box plot of the percentage of pulses classified as motion artifacts (top)
and parameter samples detected as outliers (bottom).

the PTime was defined as the time span between the first alarm
and the syncope episode.

In the fivefold CV, the performance of the algorithm was as-
sessed in each iteration and the average was computed. After
repeating this process 20 times, the average and standard devia-
tion (avg ± std) of the aforementioned metrics were evaluated.
In the LOO CV, the performance of the algorithm was computed
based on the countings of each iteration detection result, at the
end of the CV process.

A. Motion Artifacts Detection and Parameter Postprocessing

The percentage of the detected motion artifacts and outliers
was assessed for each patient and the results were evaluated
using a box plot analysis, which is presented in Fig. 9. It is
possible to observe that the percentage of detected motion arti-
facts is far greater (Median: 21.64%; Mean: 26.68%) than the
percentage of detected outliers (Median: 3.94%; Mean: 4.56%).
Moreover, the percentage of motion artifacts detected in 3 of
the 43 patients was greater than 70%. These results suggest that
even in a controlled environment such as the HUTT, the PPG
signal is prone to be corrupted with motion artifacts. The results
also show a discrepancy between the percentage of detected
motion artifacts and outliers, which can be explained by the
percentage of false detections of the motion artifacts detection
algorithm (approximately 10%). Another possible reason relies
on the outlier detection algorithm itself. Since it is based on a
boxplot analysis, it is expectable that sections corrupted with
motion artifacts result in a high variance in the extracted param-
eters, which prevents the correct identification of outliers. These
results emphasize the importance of combining both motion ar-
tifacts and outliers detection algorithms in order to increase the
robustness of the syncope prediction method.

Regarding the segmentation of the PPG signal, the adopted
algorithm was able to identify the PPG pulses with a sensitivity
of 96.27% and a positive predictive value of 97.23% in the
current dataset.

B. Feature Selection

The feature selection results are presented in Table III. One
observes that the feature presenting the highest FSS refers to
PAT parameter (P̃R5), followed by P̃R3 , related to SI. The re-
maining selected features correspond to the normalized changes
of HR (ΔPR1) over a 1.5 min window and to the change of
RI relatively to the reference window (P̃R4). It is also evident
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TABLE III
PERFORMANCE OF THE EXTRACTED FEATURES (FT1 , . . . ,10 )

Feature
acronym

Score (%) SE (%) SP (%) PPV (%) FPRh (h−1) aPTime (s) sPTime (s)

P̃ R5 94.6 100.0 90.0 83.3 1.7 101.0 85.4
P̃ R3 89.6 80.0 96.7 92.3 0.8 125.2 121.3
ΔP R1 75.8 80.0 86.7 75.0 2.4 60.8 72.3
P̃ R4 71.0 86.7 83.3 72.2 2.0 113.2 94.2
ΔP R5 70.7 80.0 93.3 85.7 0.8 76.4 143.0
ΔP R3 68.3 80.0 93.3 85.7 0.3 84.5 84.3
ΔP R2 67.4 80.0 73.3 60.0 4.1 90.2 80.6
P̃ R2 56.0 93.3 60.0 53.8 5.2 201.6 130.2
P̃ R1 49.0 73.3 90.0 78.6 1.2 77.0 142.7
ΔP R4 35.9 100.0 10.0 35.7 11.3 206.7 141.8

Fig. 10. Bar plot representing the scores of the evaluated distance metrics.

that between the seventh and eighth features (separated by a
thick red line in Table III) there is a huge gap in the FSS score
(�11.4%). The low performance of the last three features, as
indicated by the FSS decrease, resulted in the exclusion these
features. In summary, seven features were selected from a to-
tal of ten extracted features. Although the best feature (P̃R5)
extracted from the analysis of the PAT parameter present the
highest FSS, it is worth noting that it presents lower SP (90%)
and PPV (83.3%), when compared to P̃R3 (SP: 96.7% and PPV:
92.3%). Additionally, this feature presents a high FPRh (1.7 h−1)
when compared to the selected features, and particularly P̃R3
(0.8 h−1).

The selected features with the highest prediction time (aP-
Time) also derive from the analysis of SI (P̃R3 : 125.2 s), fol-
lowed by P̃R4 (113.2 s) and P̃R5 (101.0). The aPTime of
the remaining features ranges from 60.8 s (ΔPR1) to 90.2 s
(ΔPR2).

C. Distance Metric Selection

The selection of the most appropriate distance metric was
achieved using a fivefold cross-validation scheme (repeated
20 times) and the distance metric obtaining the best F-measure
score was chosen. The scores obtained by each distance met-
ric and corresponding parameters are presented in Fig. 10. As

shown in Fig. 10, the distance metric presenting the best score is
the Minkowski distance with parameter p = 2−0.5 and therefore
it used in the assessment of the distance between the evolving
trajectory and the stable orthostatic reference.

D. Syncope Detection

The performance of the proposed algorithm was evaluated
in two separate phases. First, the algorithm performance (pre-
sented in Table IV—3W-DS validation) and the optimal thresh-
old were evaluated using a 5f-CV scheme (repeated 20 times)
in train/validation phase. Second, the real prediction capability
of the proposed solution (presented in Table IV—3W-DS test)
was tested on the test subset using the optimal threshold (TH0).

The optimal threshold (TH0) was evaluated based on the
following criterion:

TH0 = 1/N
N∑

n=1

(
1/K

K∑

k=1

TH(n, k)

)
(12)

where TH is the threshold calculated at the iteration k on the
5f-CV nth repetition, N = 20 is the number of repetitions of the
5f-CV, K = 5 is the number of 5-f CV iterations/folds. Using
(12), the optimal threshold was defined as TH0 = 3.458.

Additionally, the proposed algorithm performance was also
evaluated using a leave-one-out cross-validation approach using
the whole dataset composed of 43 patients, herein called LOO
validation phase (presented in Table IV—LOO validation).

1) Influence of Motion Artifacts and Outliers: In order to
evaluate the influence of the artifacts detection and outlier re-
moval steps on the overall performance of the proposed algo-
rithm, each of the before mentioned train/validation and test
phases were performed using four sets of features, which are as
follows.

1) Raw data—features extracted without removing the mo-
tion artifacts and outliers.

2) Data w/o outliers—features extracted after removing the
outliers.

3) Data w/o artifacts—features extracted after removing the
motion artifacts.

4) Data w/o artifacts and outliers—features extracted after
removing the motion artifacts and outliers.

From Table IV, it is possible to observe that in each phase,
the performance of the proposed method strongly benefits from
the removal of artifacts, outliers and both. It is shown an F-
measure increase, during the 3W-DS validation, of 13% with
the removal of outliers, approximately 8% with the removal of
artifacts and approximately 15% with the removal of both. In
the 3W-DS test phase and LOO validation, similar results have
been achieved with the exception to the increase in performance
from the data w/o outliers to the data w/o artifacts and outliers,
where no performance increase has been observed (F-measure:
3W-DS Test—92.3%; LOO validation—93%).

The removal of outliers and artifacts has also a significant
impact on the reduction of false alarms, which can be confirmed
by the decrease of the FPRh in each of the validation phases.
The number of false alarms was reduced to nearly one-quarter by
removing the outliers (3W-DS Validation: 0.68–0.18 h−1) and
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TABLE IV
PERFORMANCE OF THE PROPOSED ALGORITHM DURING THE VALIDATION AND TESTING PHASES

Phase Dataset Score
avg± STD (%)

SE avg± std (%) SP avg± std
(%)

PPV
avg± std (%)

FPRh
avg± std

(h−1)

aPTime
avg± std (s)

sPTime
avg± std (s)

3W-DS
Validation

Raw data 78.8 ± 3.0† 84.0 ± 3.4 86.7 ±
1.6E−14

77.9 ± 2.2 0.68 ±
0.018

67.9 ± 2.4 34.5 ± 7.3

Data w/o outliers 91.8 ± 2† 89.0 ± 3.3 96.7 ± 0 94.4 ± 0.82 0.18 ± 0.05 65.4 ± 2.6 40.6 ± 5.1
Data w/o artifacts 86.5 ± 1.9† 85.3 ± 4.2 93.0 ± 2.5 88.7 ± 4.1 0.16 ±

0.236
70.0 ± 9.4 48.7 ± 10.8

Data w/o artifacts
and outliers

93.2 ± 0.06† 93.3 ± 9.1E−15 96.7 ±
1.0E−14

94.8 ± 0.5 0.15 ±
0.007

61.0 ± 1.0 38.6 ± 5.9

3W-DS
Test

Raw data 75.0† 100 69.2 60.0 0.88 207.1 217.8

Data w/o outliers 92.3† 100 92.3 85.7 0.15 217.6 197.5
Data w/o artifacts 83.3† 83.3 92.3 83.3 0.15 197.1 243.2
Data w/o artifacts

and outliers
92.3† 100 92.3 85.7 0.15 243.3 242.5

LOO
validation

Raw data 69.6† 76.2 79.1 64.0 0.75 138.8 147.0

Data w/o outliers 93.0† 95.2 95.4 90.9 0.18 107.9 141.6
Data w/o artifacts 87.8† 85.7 95.4 90.0 0.16 100.9 140.8
Data w/o artifacts

and outliers
93.0† 95.2 95.4 90.9 0.14 116.4 155.5

† F-measure (F-m).

to nearly one-fifth by removing both artifacts and outliers (3W-
DS Validation: 0.68–0.15 h−1). These results are even more
expressive in LOO validation, where a decrease in the FPRh
from 0.75 to 0.14 has been observed.

The removal of outliers and artifacts also affected the pre-
diction time of the proposed algorithm. However, while in the
3W-DS validation (aPTime: 67.9–61.0 s) and in the LOO val-
idation (aPTime: 138.8–116.4 s) is observed a decrease in the
prediction time, in the 3W-DS test phase, the result was the
opposite (aPTime: 207.1 to 243.3 s).

These results show the importance to remove artifacts be-
fore parameters are extracted. Additionally, they emphasize the
importance of combining the artifacts removal with an out-
lier removal step, focused on the detection of spurious values
provided by the parameter extraction algorithm. Since the post-
processing step targets the extracted parameters rather than the
characteristics of the analyzed signal, it is capable of detect-
ing unreasonable behaviors caused by the parameter extraction
algorithms. Therefore, the combination of both algorithms in
the present framework results in a great enhancement of the
proposed methods’ performance.

2) Prediction Capability: In the 3W-DS validation phase, the
proposed algorithm achieved an SE of 93.3%, associated with
high specificity (SP: 96.7%) and positive predictive value (PPV:
94.8%). Moreover, the number of false-positives per hour is
low (FPRh: 0.15 h−1) and a good prediction time was achieved
(aPTime: 61 s). The variance of the achieved prediction times
(sPTime) was 38.6 s.

In the LOO validation, the proposed algorithm also achieved
high performance (SE: 95.2%; SP: 95.4%; PPV: 90.9%), fol-
lowed by a low FPRh (0.14 h−1) and a good prediction time
(116.4 ± 155.5 s).

In the 3W-DS testing phase, the proposed syncope prediction
solution achieved a high SE of 100%, without compromising

both specificity (SP: 92.3%) and positive predictive value (PPV:
85.7%). Moreover, the number of false-positives per hour is
low (FPRh: 0.15 h−1) and a good prediction time was achieved
(aPTime: 243.3 s). The onset of impending syncope was detected
in a range of 62 to 629.5 s (presented in Table V) and presented
a high variance (sPTime: 242.5 s).

Our results obtained in each validation phase show a mi-
nor decrease in the proposed algorithm score, from the 3W-DS
validation to the LOO validation phase (93.2% against 93%),
and from the 3W-DS validation to 3W-DS test phase (93.2%
against 92.3%), as presented in Table IV. However, there was
a substantial increase in SE (93.3–100%) and decrease in PPV
(94.8–85.7%), from the 3W-DS validation to the 3W-DS test
phases. Similarly, there was an increase in SE (93.3–95.2%)
and decrease in PPV (94.8–90.9%), from the 3W-DS validation
to the LOO validation. The FPRh was similar in both phases
(�0.15 h−1). Contrarily, there was a substantial increase in the
prediction time average and standard deviation (65.37 ± 40.6 s
to 217 ± 197.45 s), from the 3W-DS validation to the test phase.
This discrepancy between the validation and testing perfor-
mances reflect the differences in the syncope development tim-
ings between patients, suggested by the distinct prodomi times
presented in Table V.

In order to evaluate the stability of the proposed method, we
evaluated its performance in terms of sensitivity and specificity
as a function of the adopted threshold. From Fig. 11, it is possible
to observe that the optimal threshold identified during the 3W-
DS validation phase is within a large range of possible values
(from 3.391 to 4.461) yielding the best performance (SE: 100%
and SP: 92.3%), presented in Table IV. Moreover, a reduction in
Th0 of at least 0.28 is needed to decrease the specificity below
84% and a rise of at least 1 to set the sensitivity below 70%.
These results indicate that the extracted features provide robust
discrimination within a large range of optimal thresholds.
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TABLE V
PERFORMANCE OF THE PROPOSED ALGORITHM USING THE LOO VALIDATION

SCHEME FOR THE 43 PATIENTS

Syncope PATIENT TP FP TN FN Prediction time (s) Prodomi (s)

No #05 0 0 1 0 – –
Yes #07 1 0 1 0 82 218.1
Yes #08 1 0 1 0 8 150.1
Yes #09 1 0 1 0 62.5 98.2
Yes #10 1 1 0 0 627.5 759.9
No #11 0 0 1 0 – –
Yes #12 1 0 1 0 36 92.7
Yes #13 1 0 1 0 86 211.4
No #14 0 0 1 0 – –
Yes #15 1 0 1 0 65 92
No #16 0 1 0 0 – –
No #17 0 0 1 0 – –
Yes #18 1 0 1 0 24 167
No #20 0 0 1 0 – –
No #21 0 0 1 0 – –
Yes #24 1 0 1 0 71 48
No #25 0 0 1 0 – –
Yes #26 1 0 1 0 145 192
No #27 0 0 1 0 – –
No #28 0 0 1 0 – –
No #29 0 0 1 0 – –
No #30 0 0 1 0 – –
No #31 0 0 1 0 – –
No #32 0 0 1 0 – –
Yes #33 0 0 1 1 – 368
Yes #34 1 0 1 0 29.5 26
Yes #36 1 0 1 0 61.5 50
Yes #37 1 0 1 0 59,5 43
No #38 0 0 1 0 – –
Yes #39 1 0 1 0 66 43
Yes #40 1 0 1 0 33 195
No #41 0 0 1 0 – –
Yes #42 1 0 1 0 50 53
No #43 0 0 1 0 – –
No #45 0 0 1 0 – –
Yes #46 1 0 1 0 155 368
No #48 0 0 1 0 – –
No #49 1 0 1 0 24 30
Yes #50 1 0 1 0 181 178
Yes #53 0 0 1 0 – –
No #54 0 0 1 0 – –
No #55 0 0 1 0 – –
Yes #56 1 0 1 0 461.5 495

Fig. 11. Representation of the evolution of the sensitivity and specificity
performance metrics as a function of the adopted threshold for the 3W-DS test
set (data w/o artifacts and outliers)

Fig. 12. HUTT of a 17-year-old patient with syncope after GTN
administration.

The individual results achieved for each of the 43 patients in-
cluded in the LOO validation (presented in Table V) show that
the proposed solution predicted majority of the syncope events
with an acceptable prediction time (over 60 s). This time span
is enough to inform the patient for the need to start PCMs or
simply to sit/lay down to avoid falling. Moreover, there was a
misdetection in patient #10 (FP = 1), which led to the decrease
in the SP, PPV and increase in FPRh metrics. It is noteworthy
to mention that although it was considered as a FP (as a re-
sult of an alarm triggered outside the BPf window), this patient
suffered a syncope episode subsequently and therefore should
not be considered a false-positive. Fig. 12 shows that the op-
timal threshold is surpassed due to a substantial drop in SBP
(>40 mmHg) around 57 min, which continues to decrease until
the moment of syncope. From Table V, one observes that onset
of prodromal symptoms in the majority of the patients preceded
syncope detection (range: 3–213 s; 90.2 ± 67.2 s). Yet, prodro-
mal symptoms in the context of the standardized clinical HUTT
procedure tend to be more pronounced than during “real-life”
onset of syncope. Moreover, in the current study, even the slight
symptoms were recorded as prodromal sensations (e.g., mild
dizziness or nausea), which in an ambulatory setting might be
ignored by the patients.

An important characteristic of our method is the compromise
between a high performance, supported by the high values of
SE, SP, and PPV (above 85%), and the low false-positive rate per
hour, in both validation and testing phases. This is essential in
the ambulatory p-health setting, since it helps to avoid mistrust
and compromised patient compliance due to false-positive syn-
cope detections. Moreover, the observed prediction times can
give patients the ability to act appropriately, e.g., by performing
PCMs or simply to sit/lay down avoiding a fall. PCMs act via the
increase of sympathetic activity and vascular resistance to raise
BP in order to avoid or to delay NMS. According to [44], the ef-
fects of PCMs such as the hand grip maneuver were evident after
the first 10 s and showed significant BP increases after 2 min.
Our results of prediction times ranging from 1 to 9 min might
be helpful in an early execution of PCMs and therefore could
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TABLE VI
PERFORMANCE OF THE ALGORITHMS PROPOSED IN LITERATURE FOR REAL-TIME SYNCOPE PREDICTION

Dataset SE avg± std (%) SP avg± std (%) PPV avg± std (%) FPRh avg± std (h−1) PTime avg± std (s) Modalities Number of volunteers

Virag et al. [22] 95 93 – – 128 ± 216 ECG/ABPW 1155
Mereu et al. [23] 86.2 89.1 – – 44.1 ± 6.6 ECG/ABPW 145
Eickolt et al. [26] 81 85 – – 203 ± 227s ECG/PPG 44
Meyer et al. [27] 100 100 100 – 99 ± 108 ECG/PPG 14
Muhlsteff et al. [25] 90.48 83.33 82.61 – 77.71 ± 71.78 ECG/PPG 43
Proposed method∗ 95.2 95.4 90.9 0.14 116.4 ± 155.5 ECG/PPG 43

∗ LOO validation; data w/o artifacts and outliers.

facilitate the timely administration of effective interventions to
prevent or delay NMS.

3) Comparison With the State of the Art: Performing a fair
comparison between our method and the other state of the art
methods is a challenging task, considering the heterogeneity of
the experimental and test protocols, as well as differences in the
populations’ demographics. However, keeping these topics in
our consideration, the comparison and discussion of the methods
prediction performance can still be accomplished.

In Table VI, we compare results achieved by our method
and methods discussed in literature for real-time prediction of
NMS. Visibly, our method outperforms the others in terms of
SE, SP, and PPV metrics, excluding the method proposed by
Meyer et al. [27] (SE/SP/PPV: 100%); however, this study was
intended to show basic feasibility under ideal conditions using
PAT with a small enrolled number of 14 patients only.

Next to our method is the approach proposed by Virag et al.
[22], which focused on the analysis of the HR and SBP trends.
The results in this study present a similar performance (SE: 95%
and SP: 93%). Although no values were provided regarding the
PPV and FPRh, the validation of the proposed method on a
much larger population (1155 patients) suggests that the pre-
sented results are founded on strong statistics, which represents
a great advantage compared to the other methods discussed be-
fore. Nonetheless, the dependence on the analysis of the arterial
blood pressure waveform to assess the SBP trends is still a ma-
jor disadvantage, since the current available sensors still present
limitations regarding their long-term applicability. The remain-
ing algorithms proposed by Mereu et al. [23], Eickolt et al.
[26], and Muehlsteff et al. [25] presented similar performances
regarding the SE and SP metrics (above 80%).

Considering the prediction time, Eickolt et al. [26] reported
the best with 203 ± 227 s, followed by Virag et al. [22] (128 ±
216 s), and then by our approach (116.4 ± 155.5 s). The lowest
prediction time was achieved by Mereu et al. [23] with 44.1 ±
6.6 s in advance of a syncope.

E. Wearable Sensors and Real-Life Scenarios

Our NMS prediction algorithm requires the ECG and PPG
signals only, which can be easily acquired in real life. For that
purpose, within the EU-funded “HeartCycle” project, a wear-
able monitoring system called “SENSATRON” has been de-
veloped. The “SENSATRON” is a multisensor device with a
modular design, which can be easily adapted to home and clin-
ical monitoring scenarios. The system can be easily integrated

Fig. 13. Left: SENSATRON system attached to a subject by standard ad-
hesive electrodes. Right: functional textile as user-interface developed within
HeartCycle for the SENSATRON device.

functional textiles [45], as shown in Fig. 13. Data are stored on
an on-board memory card and/or can be wirelessly transmitted
via Bluetooth to an external hub.

This device features extended functionalities and acquires
an ECG, an impedance cardiogram (ICG), near-infrared PPG,
infrared PPG, thoracic inductive plethysmogram, skin temper-
ature as well as sound signals from two thorax locations [46].
Additionally, up to three three-axis acceleration sensors at the
thorax, arms or legs provide information on posture and move-
ments. In fact, context information provided by the acceleration
sensors will play a fundamental role in the translation of the pro-
posed algorithm in real-life setting, e.g., the detection of motion
near the ECG electrodes and PPG sensor. This information can
be used in the assistance of the proposed method to improve
handling of PPG and ECG motion artifacts and increase the
algorithm performance. Additionally, the detection of posture
changes provides the temporal windows where orthostatic sta-
bilization is achieved and which time windows shall be used for
the normalization of the extracted features. Based on this context
information, our algorithm is able to self-calibrate periodically
without any human interventions.

V. CONCLUSION AND FUTURE WORK

In this work, a real-time algorithm for syncope prediction
based on the evaluation of chronotropic (HR), inotropic (LVET),
and vascular tone (SI, RI and PAT) parameters are presented.
Features are derived by analysis of ECG and PPG signals only
and were combined into a single distance measure. NMS was de-
tected by an appropriately and robust threshold-based approach.

The algorithm was trained and tested on a population of
43 patients using a three-way data split validation scheme. A
train/validation subset (30 patients) was used to select the most
relevant and least redundant features, the most suitable distance
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metric and to define the optimal threshold for syncope predic-
tion. The threshold was found using a fivefold cross-validation
approach, repeated 20 times. The prediction capability of the
proposed algorithm was evaluated in the test subset of 13 pa-
tients (SE: 100%; SP: 92.3%; PPV: 85.7%; FPRh: 0.15 h−1;
aPTime: 243.3 s) and in all 43 patients using a leave-one-out
cross-validation scheme (SE: 95.2%; SP: 95.4%; PPV: 90.9%;
FPRh: 0.14 h−1; aPTime: 116.4 s).

Our results highlight the potential importance of a combined
analysis of the extracted parameters in the prediction of impend-
ing NMS. Additionally, we demonstrate the robustness of the
algorithm approach against artifacts, which will be key feature
to transfer our method into to ambulatory and p-health settings.

Future work will focus on the adaptation and deployment of
the proposed framework into a continuous monitoring (24/7)
wearable system. Moreover, the validation of the algorithm in
real-life scenarios such as home care and ambulatory will be also
under our concern. Finally, the improvement of the usability of
the system and respective sensors will also be one of our primary
interests.
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