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Abstract
Traditional Artificial Neural Networks (ANN) have been investigated in
the past for skin lesion classification and nowadays their performance is
already quite useful to assist in medical diagnosis and decision processes.
In the field of visual object recognition, recent developments of such net-
works (Deep Convolutional Neural Networks) are currently the winners of
the ImageNet competition. This work extends the use of CNN for classifi-
cation of pigmented skin lesions, by investigating a training methodology
based on transfer learning on pre-trained networks.

1 Introduction

The importance of skin lesion classification arises from the fact that one
of the most dangerous skin cancers, the melanoma, is developed from pig-
mented melanocytes [5] and its incidence in the world population is in-
creasing very fast. Skin cancer can be either benign and malignant. Since
the melanoma is malignant, it is very likely to cause death after some
time. However, if diagnosed at early stages, high cure rates are achiev-
able. Thus, early detection and full characterisation of suspicious skin
lesions is the key to reduce mortality rates associated to this type of skin
cancer. The development of computer vision techniques to automatically
identify melanoma has been under study for decades [3] and automatic
techniques for detection and classification is becoming increasingly use-
ful to assist dermatologists and to support expert systems [6, 9].

Recent advances in visual recognition led to the ImageNet Large Scale
Visual Recognition Challenge (ILSVRC) [2, 10], which uses a dataset
comprising more than 14 million images (of which 1 million have bound-
ing box annotations with around 100 hundred words) that can be divided
into 1000 different labels – manually validated by crowd-sourcing. The
ImageNet Challenge is currently considered to be one of the most impor-
tant initiatives and the dataset has therefore become a benchmark stan-
dard for large-scale object recognition, i.e., image classification, single-
object location and object detection. Due to its competition-based ap-
proach, many authors are constantly improving their image classifica-
tion/recognition algorithms every year. This has led to an exponential
growth of related research and significant advances in state-of-the-art tech-
niques [10].

This work focuses on studying the performance of skin cancer detec-
tion using highly-accurate networks, developed in recent years for Ima-
geNet. Relevant comparisons are made with the performance obtained
for the 1000 categories in ImageNet. To this end, the ISIC dataset [1] is
selected, as the collection of skin lesion images. This dataset contains a
total of 3438 images that can be divided into: 2380 benign and 1058 ma-
lignant lesions. These malignant lesions are classified as melanoma, basal
cell carcinomas and squamous cell carcinoma, while the remaining ones
are benign. Such classification was obtained from an unspecified number
of skin cancer experts.

The transfer learning approach used in this research study uses some
selected pre-trained networks from ImageNet to first extract a number of
abstract features, which are fed forward to several different classifiers.
Then the classification performance is evaluated and discussed.

2 Proposed Approach
The proposed approach follows a processing pipeline from the input im-
age data to the output classification results. Firstly, before entering in
the network, a pre-processing stage is responsible for performing data
augmentation and then image resizing to match the network intake. Sec-
ondly, these data enters in the pre-trained network whose output is fed to
the final classifier. Several classifiers are studied in this work. Different
alternatives are separately trained resorting to both original data and aug-
mented data with 20% random information holdout for later evaluation of
the trained network.

2.1 Architectures
In ILSVRC history there are several pre-trained networks, already ca-
pable of image classification over 1000 different categories. This work
elects 5 of the must frequently used networks, which have shown to be
able to adapt to other identification and classification problems. These
networks are: Alexnet [7], pioneering networking comprising 25 layers
and it was the winner of the 2012 ILSVRC; VGG16 and VGG19 Net [11],
reinforced the notion that convolutional neural networks must have lay-
ers in depth such that visual data present a hierarchical representation;
GoogLeNet [12], has the Inception module that deviates from the stan-
dard sequential layer-stacking approach and it was the winner in 2014;
and ResNet50 [4], presents an innovative way of solving the vanishing
gradient problem, it comprises 177 layers and it was the winner in 2015.

2.2 Pre-processing: data augmentation and image resizing
To increase accuracy, data augmentation is performed by using a limit set
of random transformations [8]. In this work the following transformations
were selected: Intensity Values Adjustment: increases the contrast of the
image; Contrast-Limited Adaptive Histogram Equalization: enhances the
contrast of a given grayscale image by transforming the values so that its
distribution matches a uniform/flat histogram (256 bins); Random Bright-
ness: induces brightness variation to the image; Random Edge-Aware
Local Contrast: enhances or flattens the image local contrasts; Random
Sharpness: sharpens the image using the unsharp-masking method; PCA
Colour Jitter: modifies the intensities of the RGB channels in the image
according to the PCA transformation; Random Affine Transformations:
operation between affine spaces that preserves points, straight lines and
planes. As a final note, the augmentation strategies are not all used at the
same time. The PCA Colour Jitter and Random Affine Transformations
are always used at the end of the augmentation step, but the remaining
operators are only randomly applied with a 10% change (each). After this
stage, each image is augmented 200 times, thus effectively making the
dataset 200 times larger.

After a possible augmentation step, and before entering the network,
all input data (images) is resized to fit the network intake. Apart from
Alex-Net, which receives a 277x277 (pixel) RGB image, all other net-
works accept a 224x244 (pixel) RGB image. Therefore, as a final step
before entering the network, the images are resized to their smallest di-
mension (maintaining aspect ratio) and then centre-cropped to remove the
outer border in excess (if any).
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AlexNet VGG16 VGG19 GoogleNet ResNet50
Acc SE SP Acc SE SP Acc SE SP Acc SE SP Acc SE SP

SVM 30.9 99.5 0.4 34.6 97.6 6.7 46.7 69.2 36.8 30.7 100 0.0 30.7 100 0.0
KNN 74.5 61.1 80.5 67.7 56.9 72.5 71.3 60.2 76.3 73.8 57.3 81.1 72.8 60.2 78.4
Tree 68.7 46.9 78.4 64.2 40.8 74.6 64.0 40.3 74.6 67.7 51.2 75.0 61.3 49.3 66.6
Linear 70.3 4.3 99.6 69.4 55.9 75.4 55.5 86.3 41.8 73.9 52.1 83.6 75.8 47.9 88.2
NaiveBayes 64.9 73.5 61.1 62.6 66.4 60.9 64.8 64.5 64.9 64.9 73.9 60.9 72.5 55.9 79.8

Table 1: Test Results without using Augmented Data in training

AlexNet VGG16 VGG19 GoogleNet ResNet50
Acc SE SP Acc SE SP Acc SE SP Acc SE SP Acc SE SP

SVM 72.6 54.5 80.7 71.9 58.8 77.7 71.9 58.8 77.7 71.6 60.7 76.5 72.8 53.1 81.5
KNN 75.1 62.6 80.7 70.3 52.1 78.4 70.3 52.1 78.4 71.8 55.5 79.0 75.4 64.9 80.0
Tree 65.5 48.8 72.9 68.0 46.9 77.3 68.0 46.9 77.3 67.5 46.0 77.1 69.3 53.1 76.5
Linear 78.0 52.1 89.5 60.8 80.1 52.3 60.8 80.1 52.3 69.4 69.2 69.5 78.5 43.1 94.1
NaiveBayes 67.1 66.8 67.2 69.3 0.0 100 69.3 0.0 100 62.6 70.6 59.0 67.7 72.5 65.5

Table 2: Test Results using Augmented Data in the training

2.3 Learning Strategy

As mentioned before, the overall architecture includes ImageNet networks
and a transfer learning scheme for feature extraction using alternative
classifiers. Since the selected pre-trained architectures already provide
highly accurate predictions in the ImageNet challenge, it is assumed that
they are also able to extract a great variety of abstract knowledge/features
from the given images containing skin lesions. In this transfer learning
strategy, the output of the last convolutional layer in the pre-trained Ima-
geNet network is connected to several alternative classifiers. The classi-
fiers used in this work are: the SVM classifier, the K-Nearest Neighbours,
the Tree classifier, a Linear classifier and a NaiveBayes classifier.

3 Results and Discussion

Using the ImageNet networks as feature extractor on the original 3438
images, while holding out 20% of this data for later testing, the network
knowledge provides an average accuracy of 61% on the testing data, while
the accuracy obtained in training data is 87% on average. The overall re-
sults are shown in Table 1, where it can be observed that the best perform-
ing classifier is the KNN with an average accuracy of 72% on unseen test
data across the different networks and 100% on the training data. Still
regarding the training data performance, the SVM and the Tree classifiers
achieve accuracies of 99% and 98%, respectively. However, only 62%
and 61% accuracy is obtained on unseen test data.

When data augmentation is used, the performances increase by 9% on
the test-set and lose 12% accuracy on the training-set. Table 2 is presented
for comparison with the previous results. In this case the training-set only
comprises augmented images, while the test-set is the same as before. It
is observed that image augmentation provides some improvement to the
classification results. Despite the small improvement of the KNN clas-
sifier, which only gains 0.6% accuracy on test data, the SVM classifier
more than double’s its performance. Taking into account the training re-
sults (not shown here), this increase in performance is justified by the
reduction of overfitting resulting from data augmentation.

4 Conclusion

ImageNet winning networks already achieve an accuracy greater than
95%, but when adapted to classify skin lesions their performance drops to
quite modest results, even using data augmentation. This work performed
transfer learning to classify skin lesions as malignant or benign using 5
cornerstone neural network architectures that have been proven to pro-
duce high results on other domains. The results demonstrate that there is
significant room for further research, using highly accurate networks and
transfer learning for specific classification in the field of medical imaging.
In particular, it is necessary to investigate how to improve transfer learn-
ing performance using networks trained on completely different domains.
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