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Abstract—In spite of their growing maturity, current web monitoring tools are unable to observe all operating conditions. For example, clients in different geographical locations might get very diverse latencies to the server; the network between client and server might be slow; or third-party servers with external page resources might underperform. Ultimately, only the clients can determine whether a site is up and running in good conditions.

In this paper, we use the response times experienced by clients, to infer about server and network performance. The goal is to detect internal and external bottlenecks doing black-box monitoring, in particular CPU (internal) and network (external). We aim to determine to what extent are the clients able to tell one type of bottleneck from the other, i.e., what kind of information do the server and network leak, regarding their operating conditions.

To answer this question, we resort to an empirical approach. We submit an HTTP server and network to a large number of operating conditions and train two machine learning algorithms, a linear and a non-linear one, to identify the cause of the congestion affecting the system. Results show that the server and network leak information to a level of detail that allows sorting out CPU from network bottlenecks, or even a combination of the two, in a large spectrum of cases. This suggests that a black-box monitoring approach is not only possible, but promising, as it may complement traditional white-box approaches.

Index Terms—Black-box monitoring; Client-side monitoring; Web-site monitoring; Analytics

I. INTRODUCTION

The Hypertext Transfer Protocol [1] (HTTP) is used by millions around the globe on a daily basis and makes up for a large fraction of the Internet traffic. In the HTTP ecosystem, networks and servers are crucial, as the quality of interactions depends on their quick responses to requests. Developers and administrators must keep a watchful eye on applications, to detect and mitigate server and infrastructure bottlenecks, as accurately and swiftly as possible.

Unix monitoring tools, Application Performance Monitoring (APM) or Real User monitoring (RUM) suites can help with this goal. Unix boxes usually ship with a plethora of monitoring tools, such as top, lsof, or netstat. With these, system administrators can observe a large array of metrics out-of-the-box, such as memory or CPU occupation by process, open files, network connections, and so on. On the other extreme, Application Performance Monitoring suites, like New Relic [2], AppDynamics [3] or Dynatrace [4], tend to be a lot more intrusive, but provide impressive results in return. They launch agents to reverse engineer distributed systems, provide information on their architecture, and access logs to correlate failures with performance metrics. While the former Unix tools cannot grasp the users’ quality of experience, the latter commercial APM suites can amass abundant information on the application, for some programming languages, usually at the expense of significant resources and configuration.

Unfortunately, even the most intrusive monitoring suites tend to ignore the actual clients’ waiting times, often a result of their real locations and network conditions. Furthermore, some resources on a web page are served from third-party providers, thus slipping under the radar of server-side instrumentation. Hence, to gather a complete picture of the system, white-box monitoring solutions should include client-side data. Furthermore, the simplicity of installing and changing as little as possible and automatically observing beyond administration frontiers is extremely appealing. In this paper, we follow this path and evaluate to what extent can black-box monitoring identify different bottlenecks, using only clients’ data. Real user monitoring suites, like Pingdom [5], Monitis [6] or open source project Bucky [7] do this to some extent, by relying on clients’ data, but they mostly serve to create dashboards and trigger notifications according to a set of rules. In simple terms, our goal in this work differs from these previous approaches, because we want to automatically infer more information about the internal state of the server, using only readings from clients.

In [8], [9], we used JavaScript snippets to collect and send client-side information to the server using an approach similar to Google Analytics [10], while in [8] we surveyed a number of sites looking for bottlenecks. We now extend our previous work, by performing automatic detection of bottlenecks. In the process, we realized that there are limits to what we can infer from the client perspective, or more precisely, and in converse terms, we identified some of the information that the server and networks leak about its internal condition, during its operation (in a process that bears some similarities to black-box attacks that aim at gaining information from the physical implementation of crypto systems).

To extract information from the server, we resort to two types of timings, known as request and response times. Short-
ly, the request time is the time that elapses from the request to the first byte of the response, on the client, whereas the response time is the time to transfer the entire information following this byte. Based on these times, we aim at pinpointing the precise cause for internal and external bottlenecks. We created a laboratory experiment with the Mediadrop [11] open source video service, to identify two possible sources of bottlenecks: CPU and network. We ran a set of clients under a combination of 100 different types of CPU and network performance restrictions. For each of these combinations, we collected the request and response times, for the batch of client requests. Using these data, we trained two algorithms, a linear and a non-linear one, to identify the state of the server.

Our results demonstrate that client-side data enable CPU and network bottleneck identification, thus showing not only the utility, but the necessity of considering client metrics for performance monitoring. The increase in complexity to collect the additional data is also fairly small, because JavaScript snippets can do the trick of uploading limited amounts of performance data to the server. The trade-off involved thus seems to be quite favorable and independent of the operating system, programming language, or platform. On the other hand, we were also confronted with the difficulty to exactly pinpoint all sorts of problems. Black-box monitoring seems unable to distinguish some bottlenecks from others, as timing information from different sources gets mashed on its way to the client. It is an interesting open problem to determine if doing such distinction is indeed impossible or just a matter of improving the identification algorithms.

The rest of the paper is organized as follows. Section II describes the problem we tackle in this paper and the method we used to solve it. Section III describes the experimental settings. Section IV discusses distinct machine learning alternatives to solve our problem. In Section V we show the results of our experiment and evaluate the meaning of these results, the strengths of this approach and the limitations. Section VI presents the related work. Section VII concludes the paper and describes future directions.

II. PROBLEM DESCRIPTION

![Fig. 1: Representation of the considered server-side bottlenecks](image)

As we show in Figure 1, we consider a stand-alone HTTP server, including a relational database, and a set of clients requesting objects available on the server. We collect the request and response times seen by each client, and, based on these times, we aim at determining the level of utilization of network and CPU on the HTTP infrastructure, including the client-server network. We assign a real number in the interval [0, 1] to the availability of each of these resources, where 1 stands for a completely available resource and 0 for a completely occupied one.

![Fig. 2: Request and response times](image)

We use two metrics that are available on web browsers, via JavaScript: the request time and the response time. In Figure 2, we can see that the request time is the time it takes from the client’s request to the first byte of the response. This time includes the network round-trip-time, plus all the server processing delays. The response time is the time from the first byte to the last byte of the response. To some extent, the former time mostly involves latencies, whereas the latter mostly concerns network transfer throughput, although in some cases the server might also need to perform extensive computation and disk operations to produce the first byte, or even the remaining bytes of the response.

To automatically determine the kind of bottleneck affecting the server, clients perform object requests to the server and measure the request and response times. As we discuss in Section V, we eventually discarded the response time, and used the request time alone. Based on a sequence of request times, the goal is to determine the level of availability of CPU and network in the interval [0, 1]. Note that in real conditions, system administrators can follow an approach similar to Google Analytics [10], to upload client data to their facilities and analyze such data, to determine server operating bottlenecks.

In our experiments, we run the server under a wide range of controlled conditions, knowing beforehand the exact level of availability of each resource. Each of these conditions produces different request times on the clients. We then get the times directly from the clients and add the availability numbers for the two resources, in the [0, 1] interval. We then train machine learning algorithms using these data, to perform an offline analysis of the overall performance, to understand the possibility to pinpoint the server status using only client data.

III. EXPERIMENTAL SETUP

To experiment our method, we used the Mediadrop [11] open source platform. Mediadrop is one of the components of BenchLab [12]. BenchLab addresses the limitations of
older benchmark tools like TCP-W [13], or RUBIS [14], which are outdated and do not include Web 2.0 features. Cecchet et al. [12] list some more possibilities, but their adoption is somewhat more complicated, because these benchmarks lack open source implementations.

We installed Mediadrop on a Ubuntu 14.04.1 LTS Server 64, running on a Citrix XenServer virtualization platform. The virtual machine has 2 single-core Intel Xeon CPU E5-2650 0 @ 2.00GHz virtual processors, and 2 GiB of RAM. We used a server thread pool with size 10, along with other Mediadrop default settings and components. The storage is accessed through a storage area network, via 10 Gbps fiber channel. Mediadrop supports HTML5, Flash, and includes features such as video statistics or popularity, social network integration with Facebook and Twitter, content management features such as video statistics or popularity, social network channel. Mediadrop supports HTML5, Flash, and includes open source implementations.

We followed a machine learning approach to predict CPU and network availabilities from the clients’ input data. We

<table>
<thead>
<tr>
<th>Component</th>
<th>Observations</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mediadrop</td>
<td>open source</td>
<td>0.10.3</td>
</tr>
<tr>
<td>selenium-server</td>
<td>selenium-server-standalone jar</td>
<td>2.13.1</td>
</tr>
<tr>
<td>Firefox</td>
<td>browser</td>
<td>45.4.0</td>
</tr>
<tr>
<td>JMeter</td>
<td>performance application</td>
<td>3.0</td>
</tr>
<tr>
<td>Xvfb</td>
<td>xorg-server</td>
<td>1.13.3</td>
</tr>
<tr>
<td>cpulimit</td>
<td>binary</td>
<td>0.2</td>
</tr>
<tr>
<td>traffic control</td>
<td>change network bandwidth</td>
<td>1.0.2</td>
</tr>
</tbody>
</table>

which allows the framework to use pretty much any option. In our experiments we used Firefox. To run multiple browsers without real screens, we used Xvfb [19], to emulate a display and perform the graphical operations. To control the clients, we injected the browser requests through Apache JMeter [20], which is a standard performance evaluation tool. JMeter triggered the clients, each one of them using the Mediadrop framework, coupled with Firefox. We resorted to the Navigation Timing Application Programming Interface (API) [21], to collect performance times. This API, is a JavaScript-based mechanism that runs on the browser and enables collection of several performance times, including interaction times with the server, as well as rendering and processing times of the browser itself. Figure 3 depicts the different metrics that are available to this library, as defined by the World Wide Web (W3) Consortium.

This tool collects information like DNS or TCP times, as well as the request and response times we need for our algorithms. Table I summarizes the software and respective versions of the most important components of the setup. Our utilization of standard tools reproduces production site conditions, something that would not be possible with customized clients.

In our experiments, we used 4 browsers, each one of them triggered by a distinct JMeter thread. Each browser requested the entry page of Mediadrop 25 times to the server. With the combination of the two metrics, plus three iterations, our infrastructure generated 300 distinct results (10 steps for CPU 10 steps for network 3 iterations). From this 300 we collected 100 distinct results using the median of the three iterations that each client did for the 255 requests. These 100 values, together with the operating server conditions, will be the input of the machine learning algorithms of Section IV.

The program we used in the experiment is summarized in Algorithm I.
created a regression model (rather than a classification) for each of the two problems, as illustrated in Figure 4, since the output variables take continuous values (rather than class labels). The idea behind regression is to predict a real value, based on a previous set of training examples [22]. We provide 100 different lines to each regression model, where each of the lines has 100 inputs: 25 request times seen by the first client, another 25 by the second, etc. There is a 101st value in the line, which is the availability of the resource (i.e., the actual output value, e.g., CPU). This reference is necessary for training, but it is not available in the test cases, as we show in Figure 4.

A wide range of regression methods are available in the literature [23]. In the context of the present study, two of them assume particular relevance: simple linear regression (SLR) and Support Vector Regression (SVR). SLR is a simple algorithm where input-output linearity is assumed. This method was selected for its simplicity, speed and adequacy as a baseline approach, following the principle of Occam’s razor or law of parsimony (“when you have two competing theories that make exactly the same predictions, the simpler one is the better”) [24]. However, since the linearity assumption may not be valid, we also evaluate a non-linear solution, in this case, SVR. SVR is a particular case of Support Vector Machines, where the outputs are real-valued and input-output non-linearity is typically assumed, by using a non-linear kernel, e.g., polynomial or radial basis function kernels. SVR have proved to outperform other regression approaches in a wide range of problems, e.g. [25].

These algorithms were run using the Weka framework [26]. For SVR, the normalized polynomial kernel was selected based on experimental results. Both input and output data were normalized to the [0, 1] interval, to attain better numerical behavior in SVR training. As for algorithmic parameterization, both algorithms were employed with default parameters. Finally, all experiments were performed using 10-fold cross validation with 20 repetitions.

V. RESULTS

As we referred in Section III, we collected a set of 100 request and response times for the Selenium and JMeter client invocations. As we went through the data, we observed that the request time completely dominated the overall time necessary to retrieve the webpage, whereas the response time only contributed with an insignificant offset, thus providing little or no information at all. For this reason, we used the request times alone as the input to the machine learning algorithms.

The results obtained for the CPU and network availabilities regression models are summarized in Table II. We report average results for two evaluation metrics: the mean absolute error (MAE) and the Pearson correlation coefficient (CC), between the predicted and actual values. Since we performed 20 repetitions of 10-fold cross-validation, we present average and standard deviation results.

As one can observe, good results were attained for CPU and network availability prediction. There, average 0.12 MAE (with 0.02 standard deviation) and 0.14 (with 0.02 standard deviation) were attained using SVR, respectively. On a [0, 1] range this is a good result. Regarding correlation, high correlation coefficient values (0.82 and 0.79, respectively) also denote that the proposed SVR approaches adequately model CPU and network availabilities.

Both SLR and SVR work better with the CPU than with the network, because CPU bottlenecks tend to dominate the request time. When the availability of the CPU is only 0.1 the average request time of the 100 requests (4 clients times 25 requests) can grow as large as 10,000 ms, whereas a very occupied network can only raise request times to around 400 ms. Hence, very large request times immediately point to low CPU availability, but can make it quite difficult to identify the state of the network, because this component

```
Algorithm 1 WebPage report

Input: Range of metrics to measure
Output: web pages metrics
Initialization:
1: cpu_range = list(range(10,100,10))
2: network_range = list(range(100kbit, 1000kbit, 100))
3: iteration_range = list(range(1, 3, 1))
4: Open Mediadrrop Application

LOOP Process
5: for all cpu_rank in cpu_range do
6: LIMIT Mediadrrop Application to cpu_rank
7: for all nw_rank in network_range do
8: LIMIT NW Bandwith to nw_rank
9: for all it_rank in iteration_range do
10: Run it_rank iteration
11: Invoke JMeter from the client machine;
12: Create 4 threads with respective Firefox Browsers;
13: Invoke web page link;
14: Save metrics to File;
15: end for
16: end for
17: end for
18: Parse Data and create final output with the median from all experiments.
```

Fig. 4. Machine learning regression models for CPU and network prediction of availabilities
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contributes relatively less to the overall delay. Indeed, when CPU availability is only 10%, the correlation coefficient (CC) of the network decreases to 0.4, for SVR, as we try all network availability levels. Finally, we observed that when the CPU and the network contribute with delays of the same magnitude, in the order of 200 – 300 ms, the correlation coefficient of the network is 0.75, i.e., quite reasonable. Put in other words, SVR could easily identify the availability of the resource that is responsible for the longer delays (CPU), and also did a good job for a second resource (network), as long as the relative magnitudes of both delays are more or less the same. In the extreme case where one of the resources (CPU) dominates the delay, the other (network) becomes almost invisible.

Comparing SVR and SLR, the former clearly outperforms the latter in all cases and in both metrics (MAE and CC). To evaluate the significance of these results, statistical significance tests were performed using the MAE results obtained for SLR and SVR. As both MAE distributions were found to be Gaussian using the Kolmogorov–Smirnov test, the paired T-test was carried out. These results proved statistically significant (p-value < 0.001). Hence, the improved performance obtained from the non-linear SVR model shows that the input-output relationship cannot be adequately captured using a simple linear regression model.

VI. RELATED WORK

We divide previous related work into two main areas; methods concerning internal server data and methods that resort to client-side data. Concerning server internal methods, we can enumerate some analytic models that gather several metrics to detect and predict server bottlenecks. Malkowski et al. [27] collect more than two hundred metrics from the server system, including the application. With this information, they show the metrics responsible for the low system performance. In [28], Malkowski et al. made a deeper study concerning bottlenecks. They focused in the phenomenon of multi-bottlenecks, and concluded that these may result from a chain reaction, even in slightly saturated resources. Wang et al., in [29], aimed to detect transient bottlenecks recurring to a fine-grained analysis of each component of the infrastructure. Although functional, this approach suffers from the same problem of [27]: it is closely coupled to the system architecture.

Looking only to non-academic research, we have three types of tools. First, we have internal tools that gather server metrics, but require a huge amount of maintenance and operation [30]. Other tools [30], [31], which are more similar to our own experiment, allow the client to configure an URL to monitor. If something goes wrong, an alert (SMS or email) will be sent to the site owners. Unfortunately, these tools can only detect some network bottlenecks or a “slow” system, because they lack the fine-grained evaluation we propose in this paper. Finally, we have tools that use a hybrid solution, with internal and external metrics [30].

Concerning client-side data, in [32] a Java applet, called Netalyzer for browsers, tries to understand network errors. To make the test in the presence of a slow URL, it invokes the same HTTP from distinct locations and analyzes the results obtained. Others articles, such as [33–36] use a similar approach, with a browser plugin that collects information from distinct clients, to detect connectivity issues (discarding application errors). In all the aforementioned papers, the gathered information is then processed at a central point. Again, all these articles are based on a volunteer perspective, where the clients allow the plugins to run on their browsers.

Dasu [37] is a platform to measure network from distinct locations. It is also volunteer, because clients must allow the program to run on their machines. [38] also uses information from multiple crawlers in different locations to collect network errors, HTTP, DNS and TCP connection data.

WebProphet [39] and Polaris [40] are more focused on determining the dependencies between objects referred in the HTML, to decrease the page load time on the client. For this, they compute the critical path of dependencies and change the load sequence from the webpage. Our research is somehow orthogonal and complementary to the aforementioned methods.

Unlike most previous approaches, we are not tied to any specific architecture. Our goal is to evaluate the server from the client, while, aiming to identify the type of bottleneck or performance pattern that is occurring on the server. To stay away from any platform ties, we use the browser standard Navigation Timing API, thus avoiding plugins or customized crawlers. Additionally, with the client metrics, we can understand how the network influences the response in terms of quality-of-experience, something that could not be made using only the data from the server. Furthermore, we showed that it is possible to use machine learning techniques on the information gathered by the clients and, in this way, get vital information about the system reliability.

VII. DISCUSSION AND FUTURE WORK

Proper monitoring of web pages is a challenge to system developers and administrators, due to the size and complexity of the overall system and to the presence of third-party physical resources. The most popular monitoring tools are implemented on the server alone, thus not including the clients’ point-of-view. This is quite limiting, because the client-to-server

<table>
<thead>
<tr>
<th>Method</th>
<th>CPU</th>
<th>Network</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>CC</td>
</tr>
<tr>
<td>SLR</td>
<td>0.21 ± 0.03</td>
<td>0.59 ± 0.12</td>
</tr>
<tr>
<td>SVR</td>
<td>0.12 ± 0.02</td>
<td>0.82 ± 0.05</td>
</tr>
</tbody>
</table>
network is a crucial factor for performance, not to mention that some resources come from other domains.

The evidence we collected in this paper supports the idea that a black-box monitoring system, using client metrics alone, can be achieved with limited effort. In particular, results demonstrate that it is possible to accurately separate an internal server bottleneck, such as CPU, from external network bottlenecks. Furthermore, since this method is not tied to any operating system, or programming language, it is compatible with current monitoring systems, thus being able to complement standard white-box monitoring tools.

As future work, we intend to explore several directions. First, by testing a wider range of client-side setups using the same server configuration. This involves two main points: running clients on different sites, over a wide-area network, to check the impact of diversity on the machine learning approach; and requesting additional and varying resources, with different sizes that require observation of the response times (besides request times). We also plan to consider a more complex server, with more machines and a load balancer. In this case, as long as we can recover the parts of the infrastructure that were responsible for the response, we believe that we might still be able to pinpoint bottlenecks.

Finally, determining the limits of information that client-side (black-box) monitoring can extract from server operation, using only request (or other) timings, would be a particularly interesting challenge.
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