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Abstract

This paper proposes a lightweight checkpointing scheme for real-time embedded systems. The goal is to separate concerns by allowing applications to take checkpoints independently while providing them with an operating system service to assure the integrity of checkpoints. The scheme takes error detection latency into account and assumes a broad class of application failure modes. In this paper we detail the design of the operating system service, which offers a very simple programming model to application designers and introduces only a small execution overhead for each checkpoint. Moreover, we describe the usage of model checking to ascertain the correctness of our approach.
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1 Introduction

Finding the right balance between dependability and the cost of redundancy is a main challenge for designers of fault-tolerant embedded distributed systems. Replication of processor nodes at the system-level is a common approach to achieve fault tolerance in such systems. Using node replication, fault tolerance can be achieved through well known techniques such as triple modular redundancy (TMR), stand-by redundancy and active redundancy. Embedded systems are, however, often required to fulfill strict design constraints concerning hardware cost, power consumption, weight and physical space. Therefore, for many embedded systems minimizing the number of replicated nodes is a primary design goal. This implies that the nodes must be made highly dependable.

One way to improve the dependability of a node is to introduce node-level techniques that can detect and recover from transient hardware faults. Such faults are expected to become increasingly important in future computer systems due to the reduction of device sizes and the associated sensitivity to environmental factors, variability and degradation of integrated circuits [3, 4].

In this paper, we investigate the use of checkpointing and rollback as a way to tolerate transient hardware faults at the node-level in embedded real-time systems. Checkpointing involves taking regular snapshots of the system state and storing them in a safe place (sometimes called stable storage). When an error is detected, the system rolls back to a fault-free state by restoring the most recent valid checkpoint. While checkpointing and rollback is widely used in applications such as database systems and transaction processing, it is less frequently used for embedded real-time systems. The main reason for this is the time overhead generated when a rollback is made and when taking the checkpoints.

In real-time systems, the correctness of a computation depends not only on the resulting value but also on the timeliness of the result. Thus, unlike general-purpose applications, the goal of checkpointing in real-time systems is to guarantee that critical deadlines are met even when errors occur. If checkpoints are sufficiently frequent, the amount of re-computation required after an error may be small enough to complete the execution before the deadline expires. However, taking checkpoints increases the execution time in fault-free cases. For this reason, in real-time systems the checkpoint interval can’t be arbitrarily small and the checkpointing mechanism must have a low overhead.

One way to reduce the overhead is to store only fundamental data at each checkpoint. The ability to identify these data depends on the checkpoint level, i.e., whether it is done by the kernel, by a user-mode library or by the application itself [13]. In general, only the application designer can determine which structures are fundamental. Hence, checkpointing can be efficiently implemented at the application-level, with the additional advantage of having no overhead in calls to external code. This approach is therefore attractive for real-time systems.
However, implementing checkpoint and recovery functions increases the development cost of applications. Furthermore, applying this method correctly is often non-trivial, even in uniprocessors. One reason for this is error detection latency, i.e., the amount of time between the occurrence of an error and its detection. During that time interval the application may save a corrupted checkpoint and then recovery is only successful by restoring an older non-corrupted checkpoint. Due to this problem we must introduce a delay between storing a checkpoint and considering it to be reliable. Another reason is the difficulty in establishing reasonable assumptions on the failure modes of applications. A transient hardware fault may, for example, corrupt a pointer and cause an application to overwrite any previous checkpoints. Consequently, the integrity of application-level checkpoints must be assured through careful design.

We propose a novel and lightweight checkpointing technique for real-time embedded systems. It allows applications to checkpoint their state independently but provides the means for them to lock checkpoints using memory protection. The method ensures the integrity of checkpoints for a broad class of application failure modes and takes error detection latency into account. The goal is to provide the level of reliability required by high-integrity applications and meet the needs of real-time systems.

Many applications can be made fault-tolerant by checkpointing small amounts of state information (e.g., control algorithms [27, 28]). Moreover, device drivers may recover transparently from failures by retrieving state information lost during a crash [10], thereby requiring a reliable mechanism for guaranteeing the integrity of driver checkpoints. To achieve this, we advocate a clear separation of concerns: each application (or driver) should be responsible for taking checkpoints, while a platform service assures their integrity. This paper describes the design of one such platform service and shows how it can be implemented on modern microprocessors.

A challenge in the development of fault tolerance mechanisms is to ensure that they are free from design faults. Over the past years, model checking has become an attractive way to increase the confidence in that a design is fault-free. We used SPIN [11] – a well established model checker for software systems – to formally verify the correctness of our approach. This paper describes in detail the formal model of the system, which was exhaustively verified using SPIN.

The remainder of the paper is organized as follows. We begin by surveying related research in Section 2. Section 3 describes the lightweight checkpointing scheme and Section 4 details the usage of model checking to verify its correctness. Section 5 introduces two extensions to the baseline method proposed in the paper. Lastly, we summarize the main conclusions of the paper in Section 6.

2 Related Research

This paper addresses the problem of checkpointing for real-time uniprocessor systems. A central problem when using checkpointing and rollback recovery in such systems is to ensure task schedulability. Given a failure hypothesis and a set of real-time tasks, one must determine if all tasks will meet their deadlines (both when errors occur and in fault-free cases). The work presented in [24] and [30], among others, studies the effect of checkpointing on the schedulability of fault-tolerant task sets.

An issue closely related to scheduling is the optimal checkpoint interval. If checkpoints are too frequent, their combined overhead is too high; if they are too sparse in time, recoveries may require too much re-computation. In real-time systems, the optimal checkpoint interval should maximize the probability of meeting deadlines when errors occur, while ensuring that deadlines can always be met in the error-free case [14]. Early work on this problem included approximations of the optimal inter-checkpoint interval, for general-purpose applications, assuming single failures with a constant rate [29]. More recent mathematical models [18] consider time-varying failure rates to determine the optimal strategy. Most mathematical models, both for general-purpose and real-time computing, assume not only the integrity of checkpoints but also that errors are detected instantly. Hence, our work can be applied to handle these assumptions.

Several existing implementations of platform services provide checkpointing for uniprocessors. These may be offered in the form of libraries supporting both transparent and non-transparent checkpointing, e.g., by allowing programmers to specify which memory addresses should be excluded from the snapshots [22, 12]. Kernel- and user-level checkpointing techniques have the advantage of making it simple to protect checkpoints from faulty applications. However, these provide no automatic means for dealing with error detection latency and impose the additional overhead of calling external code, which is undesirable for real-time embedded systems.

Error recovery in communication systems has motivated extensive research on distributed checkpointing [7, 2]. Ensuring system-wide consistency when determining the recovery line may lead to the domino effect, where a sequence of rollbacks brings all nodes to the beginning of the computation. This problem can be solved by creating globally coordinated checkpoints [5]. Some of the proposed schemes deal with error detection latency [26, 15]. These assume either that at most one checkpoint can be affected by an error or that an arbitrary number of past checkpoints can be stored. Coordinated checkpointing complements our scheme, since we consider uniprocessor systems and focus on protecting the integrity of checkpoints carried out inde-
3 Lightweight Checkpoints

In this paper we introduce a mechanism for assuring the integrity of application-level checkpoints. Our lightweight approach separates concerns by allowing applications to take checkpoints independently – an attractive method for real-time embedded systems – while an operating system service assures the integrity of checkpoints – a fundamental issue for building high-integrity applications.

One main concern in designing this operating system service is to ensure its real-time performance. The overhead should be as low as possible and each call to the service should be bounded in time, so that it can be used by real-time tasks. By reducing the overhead of checkpointing we can improve fault tolerance, since we are allowed to take checkpoints more frequently. Our approach requires only a very small system call to be made after each checkpoint in order to lock that checkpoint using memory protection. We begin by listing our assumptions and the describe the details of our scheme.

3.1 Assumptions

We consider a real-time operating system executing a set of tasks. Interference among tasks is assumed to be controlled both in the temporal domain, by applying a well known scheduling policy [19], and in the spatial domain, by using some form of memory protection. Tasks interact with the operating system through the system call interface which must be robust, e.g., by using sandboxing techniques [21, 23].

Our goal is to design an operating system extension that provides a service for protecting application-level checkpoints. This service is provided through the system call interface. Under the assumption that applications are unable to interfere with one another, conflicts could only arise from calls to our operating system extension. Here, we can identify all calls through the calling process ID. Thus, we can rule out all interference among tasks and focus on a single task to describe our operating system extension.

We assume that main memory is sufficiently reliable to be used as stable storage for an embedded system. Given that our goal is to tolerate transient hardware faults and that main memory is usually protected with error-correcting codes, we can assume that checkpoints are safe when stored in main memory. In general, the DRAM cells used to build memory chips can be considered very reliable [3]. Moreover, even if a fault affects a checkpoint directly in memory, we assume that the probability of another near-coincident fault causing an application to rollback (to the corrupted checkpoint) is negligible.

3.1.1 Failure Modes and Error Detection Latency

Our checkpointing scheme addresses only transient faults directly affecting the applications. Errors affecting the operating system or the checkpointing service may be detected but we provide no means to recover from them. Typically, a real-time kernel executes less than 5% of the time [16]. During the remaining time the processor is either idle or running applications. It is therefore likely for a transient hardware fault to affect only the context of a single application. We assume that errors affecting the entire computing platform can be handled by other fault tolerance mechanisms (possibly those implemented at the system-level).

We assume that application errors can be detected within a bounded amount of time. Most error detection mechanisms take some time to discover and flag application errors [6]. There is, nonetheless, strong empirical evidence showing that the vast majority of detectable errors is detected within a bounded time interval. An example is the high success ratio of recoveries achieved through low-level checkpointing and rollback in high-end mainframe microprocessors [25, 20]. Implementing effective error detection is fundamental to ensure the success of the recovery process. Thus, if some errors remain latent for more time than expected, we can only give probabilistic guarantees that a successful recovery will eventually happen.

Error detection latency introduces problems in any scheme for checkpointing and rollback recovery. During the time between an error and its detection an application may save an incorrect state. To recover from this type of failure one must restore an older checkpoint. Due to this problem we must maintain, at any time, several past checkpoints and consider each one to be unreliable until the maximum error detection latency has passed after its creation. There is, naturally, a limit on the number of checkpoints that can be maintained in an embedded system.

The integrity of application-level checkpoints is strongly dependent on the failure modes of applications, i.e., their behaviour in faulty circumstances. Since we assume that applications write their own snapshots to main memory, there is a concern that an erratic application may overwrite all previous checkpoints before the error is detected. In this paper we make no direct assumptions on the failure modes
of application. We assume only that the memory area where a checkpoint is stored can be locked from the application by using memory protection.

### 3.1.2 Memory Protection

The most effective means for securing memory from erroneous accesses is to use hardware-implemented memory protection. Modern microprocessors for embedded applications often include either a memory management unit (MMU) or a memory protection unit (MPU). These are able to prevent applications from accessing outside the intended memory spaces. Freescale’s MPC5554 [8] is an example of a recently introduced microcontroller that fulfills these requirements.

Hardware-implemented memory protection is expected to become mainstream in highly critical real-time embedded systems. The main motivation for this is to allow multiple applications to be executed in an integrated platform while ensuring non-interference among tasks. The development of the ARINC 653 standard [1] for the aerospace industry and the AUTOSAR project [9] launched by the automotive industry are examples of initiatives that impose hardware-implemented memory protection.

We assume that applications store their checkpoints in main memory and that we can protect these checkpoints using an MMU. Each checkpointed application has a single pointer to a checkpoint area within its address space. This area can be allocated at startup or it can be statically allocated by the linker – a common design decision in embedded systems. By using an MMU, each application views its address space as a contiguous sequence of virtual addresses. These virtual addresses are then translated by the hardware to physical memory locations. We use this feature to maintain several checkpointing areas in a transparent manner to applications. Each application has a single pointer to a logical checkpoint area but this area is mapped to different physical locations during the execution.

### 3.2 Assuring the Integrity of Checkpoints

The fundamental requirement on the integrity of checkpoints is that an application should always rollback to a correct checkpoint upon error detection. Since, under our assumptions, an erratic application may overwrite the checkpoint area before the error is detected, we introduce a `lock()` system call that prevents any further writing to that area. Once a checkpoint is locked, it may be considered reliable after an amount of time equal to the maximum error detection latency has passed. Until then, we have to assume that an error may have occurred before the `lock()` call was made.

At some point, the application should take another checkpoint without overwriting the previous one. The concern here is that an error may occur precisely when a checkpoint is being taken. For this reason, it is common practice to have at least two checkpoint areas and switch between them [13]. We can make the switch transparent to applications by mapping the logical checkpoint area (in the virtual address space) to a different set of physical addresses. Each application keeps a single pointer to the logical checkpoint area and the `lock()` function makes the switch by replacing one physical checkpoint area with another.

In our case, however, two checkpoints are not sufficient to ensure that at least one of them is correct. An error may cause the application to checkpoint an incorrect state, call the `lock()` function and overwrite the second checkpoint area. Note that this sequence of events may occur for any arbitrarily small error detection latency.

To deal with this problem, we opted for having three checkpoints and imposing a minimum time between calls to the `lock()` function. The three checkpoints are used in a round-robin manner, where a `lock()` call always locks the most recent checkpoint and unlocks the oldest checkpoint. By having a minimum locking interval greater than the error detection latency, we can ensure that an error can affect at most the two most recent checkpoints. We can formulate this property as the following theorem.

**Theorem 1.** If the minimum locking interval is greater than the maximum error detection latency, then, when an error is detected (and rollback is triggered) the oldest of three checkpoints is correct.

**Proof.** Let $\delta$ denote the minimum locking interval and $\epsilon$ denote the maximum error detection latency. By definition of $\epsilon$, an error detected at time $t$ occurs within $[t - \epsilon, t]$. Clearly, in this time interval of length $\epsilon$, at most one lock operation can be executed, since $\delta > \epsilon$. So we have two cases: in $[t - \epsilon, t]$, either the lock operation was not executed or it was executed exactly once.

If one lock operation was executed, then at most two checkpoints may have been affected – the most recent and the previous one. If no lock operations were executed, then the error may have affected the most recent checkpoint, but none of the other two. In either case the oldest of three checkpoints is correct.

The theorem makes two implicit assumptions. The first is that all checkpoints contain a correct state when the first error occurs. All checkpointing schemes make this or a similar assumption which can be implemented, in our case, by taking three checkpoints at start-up. This means that an error occurring early in a program’s execution will bring the computation back to its start. The second assumption is that error detection causes the execution of the erratic application to stop immediately. Since error detection is handled by the operating system, this can be implemented by transfer-
ring the execution to the checkpointing service, which will in turn call the application’s exception handler.

This theorem shows that using three checkpoints is sufficient, under our assumptions, to ensure the integrity of checkpoints. However, it abstracts away most of the details involved in creating a practical implementation of our lightweight checkpointing scheme. The following sections elaborate on the necessary implementation details to create an operating system service and describe the usage of model checking to verify its correctness, thereby increasing our confidence in that all details are taken into account.

3.3 Implementation Details

The checkpoint service must allow applications to allocate memory for the checkpoint areas, so that they can save state snapshots. In real-time embedded systems this operation is usually done statically by the linker. However, it is also feasible to introduce a system call for allocating checkpoint areas. In this paper we adopt the static approach.

Another issue related to the configuration of the checkpointing service is that each application must define an exception handler. The checkpoint service transfers control to an application’s exception handler when an error affecting that application is detected. The handler must be defined by the application designer in order to implement a lightweight rollback, i.e., to restore the application’s state from a stored checkpoint. After restoring the checkpoint, the exception handler should resume the normal execution of the application.

One important implementation detail is to ensure that the time between successive calls to the lock() function is greater than the minimum error detection latency. There are two possibilities: one may count the elapsed time or the number of instructions executed by an application between two calls. Modern microprocessors provide a wide range of performance counters that can be used to monitor diverse parameters of the execution. These can be used to count the number of instructions executed. Counting time is simpler, since we only need access to a timer, and may provide also accurate results.

Assuming that we are counting the number of instructions, the lock() function begins by checking whether the counter has incremented by a programmable amount since the application made the previous call. This implies that we must have a very accurate estimation of the maximum error detection latency. A possibility to make this estimation is to use fault injection testing. This is, however, not in the scope of this paper. As such, we assume only that this parameter can be estimated with sufficient accuracy.

In addition to ensuring a minimum time between locks, the lock() system call replaces the checkpoint areas in a round-robin fashion. Using the address translation features provided by an MMU, it replaces the mapping between the virtual addresses seen by the application with one of three distinct sets of real addresses (containing the three physical checkpoint areas). This way, the existence of three physical checkpoints is invisible to applications. Each application has only a single pointer to a logical checkpoint area which is transparently remapped to another physical area when lock() is called. This is illustrated in Figure 1.

The lock operation must be atomic in order to ensure that no checkpointing is taking place when the checkpoint areas are switched. This issue is simple to solve since a system call is typically implemented using a CPU interrupt. In this case we know that no other instructions will execute before the interrupt is handled, i.e., there is no concurrency between the lock() system call and the calling application.

The worst-case execution time of the lock() system call – the only run-time overhead introduced by our scheme – is also an important implementation detail. As mentioned above, this system call begins by checking that the maximum error detection latency has elapsed since the last call (either in units of time or number of instructions) and then rotates the checkpoints. These operations are simple enough to find a bound on the execution time. Moreover, there are no complex operations involved, meaning that the total overhead to execute one lock() system call can be kept as low as few microseconds. For these reasons, we expect no difficulties in meeting the timing requirements of real-time embedded systems.

One final issue that needs to be considered is the content of checkpoints. This can be left to the application designers, since they have the best understanding of which program structures are essential. However, this may also be achieved by using a compiler-assisted technique [17]. In this paper we address only the issue of ensuring the integrity of checkpoints. However, a future extension may consider making the entire process automatic by means of tools.
4 Model Checking using SPIN

Model checking is a process for verifying whether a model fulfills a given specification. A model is an abstract description of a system, written in a formal modeling language. The system's specification is a set of properties, or logical formulae, which the system is expected to satisfy. Model checking tools accept a model and its specification as input. Their output is either "valid", when the model is correct, or a counterexample, i.e., a case where the correctness properties are violated.

SPIN [11] is an explicit state model checker. It builds a graph of the reachable states, where each vertex explicitly represents a global system state and each edge represents a possible state transition. Verifying a correctness property consists of checking that it holds in all vertices reachable from the initial state.

Model checking tools work on models of the system, which can be built before an actual implementation takes place. Thus, one of the advantages of model checking is the ability to find design faults at early development stages. Moreover, model checking brings us one step closer to an implementation, since we must build the model in a formal language. Unlike the derivation of Theorem 1, we consider all the components interacting in our lightweight checkpointing scheme, namely the application, the exception handler, the checkpointing service and the error detector.

4.1 The Promela Modeling Language

The formal modeling language accepted by SPIN is called Promela. The Promela language is appropriate for defining finite-state transition systems. Concurrent processes can be specified using inter-process communication via global variables (to model shared memory) or via message channels that can be synchronous or asynchronous. It features a syntax inspired by the C programming language. This is a great advantage, since it helps anyone attempting an implementation of the service to understand our scheme in detail.

The Promela language is formal enough to be verified using the SPIN tool. However, it maintains all the typical constructs existing in a programming language. Thus, the code provided in the remainder of the paper demonstrates the simplicity of our programming model.

4.2 Modeling the Application

In our programming model a designer stores the application state on the checkpoint area and issues a lock() system call. This is done in the app process, which is defined in Listing 1. The app process loops forever storing the application state on the checkpoint variable, which represents the pointer to the checkpoint area visible to the application. The application state is abstracted as a single bit variable, named app_state, which represents either a correct state (when its value is 1) or an incorrect state (when its value is 0). After saving its state, thereby making a lightweight checkpoint, the app process calls the lock() function by sending a message to the lock channel. This channel is read by the checkpointing service in Listing 3, as we describe later in the paper.

```
bit app_state = 1;
bit checkpoint = 1;
bool exception = false;
chan lock = [0] of {bit};

active proctype app()
provided (!exception)
{
    do :: checkpoint = app_state;
        lock!0
    od
}

active proctype app_exception_handler()
provided (exception)
{
    do :: app_state = checkpoint;
        Lrollback:
            exception = false
        od
}
```

Listing 1: Application and exception handler models.

Note that the progress of the app process is non-deterministic, i.e., it may or may not execute any instructions. However, it will only execute provided that no exception has occurred (i.e., when the variable exception is false). The provided clauses force the execution of the two processes to alternate. By setting exception to true the app process becomes blocked and the app_exception_handler process starts executing. The exception is raised by the checkpointing service upon error detection.

The exception handler is a very simple routine that executes only a lightweight rollback, by setting the application state to whatever is contained in the checkpoint, and returns the execution to the main body of the application. This last part is done by setting the variable exception to false, which blocks the exception handler and resumes the execution of the app process. In summary, Listing 1 contains the Promela code corresponding to what should be implemented by the application designer.
The application’s erratic behaviour is modeled through a process that can only execute provided that the application state is incorrect (i.e., the value of app_state is 0) and no exception has been raised. The code implementing this erratic behaviour is shown in Listing 2.

```plaintext
active proctype app_erratic()
provided (app_state == 0 && !exception)
{
  do
    :: checkpoint = app_state
    :: lock!0
  od
}

Listing 2: Model of the application’s erratic behaviour.
```

According to our assumptions, the erratic behaviour of an application is non-deterministic. When an error occurs the application may overwrite the checkpoint area and make calls to the lock() function. It may also not execute at all, since we make no assumptions on the progress of a faulty applications. The app_erratic process executes until an exception is raised or the application state becomes correct again. Note that the subtle change in behaviour is modeled by making it possible for the app_erratic process to call lock() without saving any checkpoints and vice versa.

### 4.3 Modeling the Checkpointing Service

The checkpointing service provides the lock() function called by the application. As shown in Listing 3, the checkpointing_service process waits for any message to be inserted in the lock channel and implements the functionality described earlier in the paper. Whenever a lock() call is made, the checkpointing service will lock the most recent checkpoint and make the oldest one available to the application.

In Listing 3, the variables cp1 and cp2 represent the two checkpoint areas which are invisible to the application. When the lock() system call is made the checkpointing service swaps the areas in a round-robin manner. Note that this is done atomically in accordance with the assumptions in the previous section.

The other functionality provided by the checkpointing service is to unlock the oldest checkpoint. To implement this, it waits for messages arriving at the unlock channel. Such messages may only be sent by the error detector. The response to an unlocking event is to make the oldest checkpoint available to the application and to copy the contents of that checkpoint (which must be correct) to all other checkpoint areas. When the unlock call terminates, the checkpointing service raises an exception (by setting exception to true), thereby triggering a lightweight rollback.

```plaintext
chan unlock = [0] of {bit};
active proctype checkpointing_service()
{
  bit cp1 = 1, cp2 = 1, tmp;
  do
    :: atomic {
      lock?_ ->
        tmp = cp1;
        cp1 = cp2;
        cp2 = checkpoint;
        checkpoint = tmp
    }
    Llock:
      skip
    :: atomic {
      unlock?_ ->
        checkpoint = cp1;
        cp2 = cp1;
        exception = true
    }
  od
}
Listing 3: Model of the checkpointing service.
```

### 4.4 Modeling Error Injection and Detection

We defined an error_injector process that sets the app_state variable to 0 (representing an incorrect state) at any non-deterministic point in time of the execution, provided that an error is not already active. This process is shown in Listing 4.

```plaintext
active proctype error_injector()
provided (app_state == 1)
{
  do
    :: app_state = 0;
    Lerror:
      skip
  od
}
active proctype error_detector()
provided (!exception)
{
  do
    :: (app_state == 0) -> unlock!0
  od
}
Listing 4: Error injector and error detector processes.
```

The error_detector process, also shown in Listing 4, implements the error detection functionality. Whenever an er-
rion the unlock channel, thereby notifying the checkpointing process that an error has been found. This process executes provided that no exception is being handled at the moment, as the end result of a call to unlock is only to make the app_exception_handler executable.

4.5 Formal Specification and Verification

SPIN accepts correctness properties specified in linear temporal logic (LTL) [11]. To verify a given LTL formula SPIN creates a never claim which consists of the negation of the LTL formula. The verification process consists of checking that there is no possible execution matching the negated formula.

We wish to verify that, when an error is detected, the application is able to rollback to a correct checkpoint. This property is only required to hold if the error detection latency does not exceed the locking interval. As observed in the proof of Theorem 1, this means that at most one lock operation can be executed between an error and its detection. Thus, we want to verify that

\[(rollback \rightarrow correct\_checkpoint) \land \neg(error\_injected \rightarrow (\neg lock \ U (lock \ U (\neg lock \ U rollback)))).\]

The property should be read as: rollback implies correct_checkpoint, unless more than one lock occurs between error_injected and rollback.

The first part of the formula states that rollback implies correct_checkpoint. This is the fundamental property that we wish to verify. However, it is only required to hold unless the lock() function is called more than once before an error is detected. The symbols used in the LTL formula were defined in SPIN’s LTL manager as follows:

rollback app_exception_handler@Lrollback

correct_checkpoint checkpoint == 1

error_injected error_injector@Lerror

lock checkpointing_service@Lock

In addition to the usual logic connectives, the above formula uses the temporal modal operators until (\(U\)) and unless (\(\triangledown\)) also known as weak until. Note that the weak until operator is not supported by SPIN but one can use the equivalence \(p \triangledown q \equiv p U q \lor \Box p\), which uses the operator always (\(\Box\)), to circumvent this limitation.

We began by finding a counterexample that shows that two checkpoints are insufficient to ensure, under our assumptions, that at least one of them is correct. This was achieved by removing the cp2 variable from Listing 3. This effectively means that the checkpointing service would toggle between two checkpoint areas. SPIN takes a very short amount of time to find a counterexample with the following sequence of events: an error is injected, the application makes an erratic checkpoint, locks that checkpoint and the error detector triggers a rollback recovery. In this case there is only one lock call and the application will rollback to the oldest checkpoint – which is incorrect.

The goal of the modeling effort was, nevertheless, to verify that our scheme is correct when using three checkpoints. Using the code provided in Listings 1 to 4, SPIN is able to search the state space exhaustively and confirm that the model is valid. Thus, we can have a very high confidence in that our scheme works as intended.

5 Extensions to the Baseline Approach

In this section we describe two extensions to the approach described so far in the paper. The first extension considers the usage of multi-core processors to provide increased levels of dependability. The second extension aims at optimizing the performance of rollback recoveries by allowing the application, under certain conditions, to rollback to the previous checkpoint rather than using the oldest one.

5.1 Recovery in Multi-core Processors

The baseline approach, described in the previous sections, can be extended to explore the inherent hardware redundancy available in multi-core processors. In the future we can expect multi-core processors to be used in embedded systems. Thus, we can make use of the available redundancy for improving system dependability.

Our proposal is to use the baseline checkpointing and rollback scheme for tolerating transient hardware faults. If, however, an error persists after rollback, it is likely to be caused by a permanent fault. In this case, it is beneficial to try to execute the same application on one of the remaining cores – instead of shutting down the entire processor node. To achieve this, the baseline approach can be extended to switch the application to a different core and restore a valid checkpoint. The advantage is that permanent hardware faults, such as those related to ageing, may be tolerated using checkpointing.

This approach assumes implicitly that core failures are independent. At the present moment there is little empirical evidence available to support this assumption. However, it is reasonable to assume that there will be a certain degree of isolation between cores belonging to the same integrated circuit. If some non-critical applications are being executed on the same multi-core processor, preempting them to ensure that a critical application can execute on a healthy core can increase the system’s dependability.
5.2 Optimizing Rollback Performance

In the baseline approach the application rolls back to the oldest of three checkpoints whenever an error is detected. This decision is safe – as we showed in the preceding sections – but is not optimal. The reason for this is that a checkpoint can be considered reliable after the maximum error detection latency has passed without errors. This fact can be used to optimize the rollback performance.

The routine that unlocks the checkpoints upon error detection is very simple and has no notion of error detection latency. By extending this routine to use the same principle for counting time as the locking routine, we can rollback to the previous checkpoint (rather than the oldest of three) if the error is detected after the maximum error detection latency. In many cases, this means that the application rolls back to a more advanced state, thereby minimizing the amount of re-computation necessary until completion. This improves the worst-case recovery time, which has the advantage of making more task sets feasible under the same failure hypothesis.

6 Conclusions

In this paper, we investigate the use of checkpointing and rollback as a way to tolerate transient hardware faults at the node-level in embedded real-time systems. System-level techniques using replicated processor nodes are a common approach to fault tolerance. However, embedded systems must fulfill strict design constraints concerning hardware cost, power consumption, weight and physical space. In such systems a primary design goal is therefore to make nodes highly dependable.

To this end, an attractive approach for real-time embedded systems is to use application-level checkpointing, i.e., to let the application designer decide the content and timing of checkpoints. However, implementing checkpoint and recovery functions correctly is often non-trivial, even in uniprocessors. If we consider error detection latency and that applications may fail in arbitrary ways, then the integrity of checkpoints must be guaranteed through careful design.

This paper proposes a lightweight scheme for ensuring the integrity of checkpoints in real-time embedded systems. The scheme allows applications to take the checkpoints while providing an operating system service for protecting their integrity. We detail the method for ensuring checkpoint integrity and make a thorough analysis of the implementation details required for building the operating system service. This service offers a simple programming model to application designers and introduces only a small execution overhead to each checkpoint.

A challenge in the development of fault tolerance mechanisms is to ensure that are free from design faults. Over the past years, model checking has become an attractive way to increase the confidence in that a design is fault-free. We used SPIN – a well-established model checker for software systems – to verify the correctness of our approach. One of the advantages of SPIN is that it accepts the PROMELA language, which has a syntax similar to the C programming language. For this reason, the code provided in this paper simplifies the work of understanding and implementing our lightweight checkpointing scheme.

We describe our formal models in detail and provide the complete PROMELA code used to verify the correctness of our approach. These models provide a very efficient method for modeling exception handlers and system calls in PROMELA, meaning that other designs involving similar components can be verified by using a similar model. Using the PROMELA code listed throughout the paper, SPIN was able to search the state space exhaustively and validate our design.
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