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1 Introduction
The Cloud-to-Things (C2T) continuum is characterised by the integration of cloud, fog,
and edge computing to empower the Internet of Things (IoT) with real-time processing,
low latency, and high reliability. Despite its advantages, ensuring resilience in this vast,
heterogeneous and microservice-based environment is challenging, particularly due to the
critical impact of failures on application and service functionality. Therefore, resilience,
defined as the ability to adapt to changing conditions and recover from failures, becomes
crucial in this context. This is aligned with the self-x and zero-touch principles, which
seek to minimise human intervention in system management.

Artificial Intelligence (AI), particularly Machine Learning (ML), offers promising so-
lutions to enhance the resilience of the C2T continuum. However, traditional centralised
AI models, especially during the inference stage, can have high computational and energy
demands, which, besides resulting in more communications and higher latency in this ar-
chitecture, pose significant environmental implications and lead to substantial monetary
costs. Distributed AI models, dispersed across the continuum, can improve speed and
efficiency, thereby reducing reaction time while optimising energy consumption. This
distribution of AI models is aligned with the scattered nature of the C2T continuum, as it
combines the low computational power of numerous devices to collectively achieve higher
computational power. The distributed nature of AI also brings scalability to the system,
allowing it to handle increasing amounts of data and devices efficiently.

This research explores the potential of distributed AI in enhancing the resilience of
the C2T continuum. By performing AI tasks closer to where the data is generated, this
approach aims to potentially reduce the need for data transmission, thereby lowering la-
tency, increasing speed, and enhancing the overall performance of the C2T continuum.
The effectiveness of these techniques will be validated through simulations, addressing
some of the key challenges faced by this paradigm, like anomaly detection, resource man-
agement and communication overhead. Furthermore, by incorporating specific examples
and case studies from domains like smart cities and autonomous vehicles, this research
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aims to contribute to the ongoing discourse on managing large-scale systems and promot-
ing a sustainable, energy-efficient future by addressing the crucial challenges inherent in
the C2T continuum.

2 Related Work
C2T systems are transforming numerous sectors by providing diverse services and ap-
plications, such as smart grids, autonomous vehicles, and eHealth, which require high
availability for critical functionalities. Even brief disturbances can cause serious conse-
quences, like power outages, road accidents, and delayed medical interventions [5, 28].

Resilience in C2T systems refers to their ability to adapt to changing conditions and re-
cover quickly from disruptions or failures, ensuring functionality and reliability [5]. These
systems, relying on numerous interconnected components and resource-constrained de-
vices, are vulnerable to failures [6, 28, 1, 26]. By leveraging AI to handle large datasets
and automate decision-making, C2T systems can become self-healing and proactively ad-
dress disruptions [20, 4].

Self-healing capabilities are critical for smooth operation in complex ecosystems, en-
abling autonomous identification, diagnosis, and potential rectification of issues like de-
vice malfunctions or infrastructure disruptions [2]. Zero-touch capacity remains an ongo-
ing challenge [11], and anomaly detection techniques are essential for self-healing func-
tionalities. Approaches like statistical methods, ML, and Deep Learning (DL) have been
explored to identify deviations from normal system behaviour indicating potential prob-
lems [19, 28, 18].

AI, particularly ML and DL, offers significant potential for enhancing C2T resilience
through anomaly detection and automated decision-making [20]. However, traditional
models often struggle with the resource-constrained nature of edge devices within the
C2T ecosystem, necessitating the development of techniques to reduce computational de-
mands, memory requirements, and power consumption. Lightweight models and early ex-
its within DL architectures have been studied to reduce these demands, making AI models
more suitable for deployment on resource-constrained devices [17, 20, 27, 25, 23, 21].

Distributed AI approaches are gaining traction in the C2T ecosystem to overcome re-
source constraints, due to their dispersed nature [3, 7, 8, 13]. These approaches break
down large models and process them over multiple devices, reducing the computational
strain and energy consumption. This is particularly relevant for energy efficiency initia-
tives like the European Green Deal [10]. Data processing closer to its source also reduces
latency, which is crucial for real-time applications like Virtual Reality (VR), where even
minor latency can cause dizziness and nausea for users [22]. Furthermore, distributed AI
architectures also improve fault tolerance by allowing the system to function even when
individual devices fail, contrasting with centralised architectures where a single point of
failure can cripple the entire system.

Rigorous testing is crucial for ensuring the effectiveness of AI solutions in C2T re-
silience. Simulators like COupled Simulation and Container Orchestration framework
(COSCO) [24], iFogSim [16] and Yet Another Fault Simulator (YAFS) [15] provide con-
trolled environments formodel refinement. Furthermore, incorporating real-world datasets
[9] enhances their realism, leading to more robust models. These tools create realistic C2T
environments for testing and refining AI models before real-world deployment [12]. Ad-
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ditionally, some datasets can be used directly for AI model training and testing, bypassing
the need for simulations in specific scenarios [14].

Despite these advancements, there is still room for improvement in AI-powered C2T
resilience solutions, therefore, the following sections outline the research objectives, Sec-
tion 3, and activities, Section 4, to be carried out to address these challenges.

3 Research Objectives
For this research, the following objectives have been established:

1. Define Evaluation Metrics
Identify a comprehensive set of metrics to quantify the resilience of the C2T con-
tinuum. These metrics will cover aspects that directly impact a system’s ability
to recover from disruptions, including downtime and reaction time. Additionally,
metrics that serve as indicators of overall system performance will be included, such
as latency and energy consumption. Furthermore, performance metrics for the AI
models will be defined, including accuracy, sensitivity-specificity, carbon footprint,
and inference time.

2. Establish a Flexible Validation Framework
Develop a structured framework for the implementation, evaluation, and optimisa-
tion of intelligent solutions within the C2T continuum. This framework will detail
the architecture and the interaction between different components of the proposed
solution. It will be flexible and robust to support the dynamic and diverse nature
of the C2T continuum, incorporating mechanisms for real-time data ingestion and
visualisation tools to aid in monitoring system performance and evaluating the ef-
fectiveness of the AI solutions.

3. Design and optimise Intelligent Solutions to Improve Resilience in C2T Ecosys-
tems
Design, develop and optimise centralised and distributed AI models for efficient
operation within the C2T continuum, focusing on the identified metrics. These so-
lutions will prioritise speed, efficiency, and scalability, and will be optimised to
ensure they operate effectively in this environment.

4. Validate Solutions
Validate the effectiveness of the developedAI techniques in enhancing the resilience
of the C2T continuum. This validation will involve addressing key challenges for
the C2T such as anomaly detection and resource management, as well as challenges
for AI like energy and time consumption.

5. Evaluate Solutions
Use the defined evaluation metrics to measure the performance of the implemented
intelligent solutions, evaluate their effectiveness in enhancing the resilience of the
C2T continuum, and compare the results not only between distributed and cen-
tralised models but also with the existing literature.
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These objectives align with the goal of leveraging AI to enhance resilience in the C2T
continuum, and thus provide a roadmap for the research process as well as contributing to
the green deal initiatives by promoting energy-efficient systems in the C2T landscape.

4 Work Plan Activities
To enhance the resilience of the C2T continuum and fulfil the objectives described previ-
ously, the following activities were foreseen:

A1: State-of-the-Art revision
This initial phase of the research involves a comprehensive review of the existing liter-
ature. This review will be conducted throughout the entire research period to ensure an
up-to-date understanding of this rapidly evolving field. The key areas of investigation
within this activity include:

• Resilience in the C2T Continuum.

• Distributed AI in Edge Computing.

• AI Models for C2T Tasks.

• Metrics for Resilience and AI Performance.

By exploring these areas, a strong foundation of knowledge will be established. The goal
is to understand the current landscape, identify gaps in the existing solutions, determine
the potential for improvement and inform subsequent stages of the research.

A2: Definition of Evaluation Metrics
Building upon the knowledge gained from the literature review conducted in Activity A1,
this activity focuses on establishing a set of metrics for evaluating two key aspects: the
resilience of the C2T continuum and the performance of AI models.

For the resilience of the C2T continuum, these metrics will be used to assess the ef-
fectiveness of the proposed solutions in enhancing the overall resilience of the C2T envi-
ronment. The candidate metrics for C2T resilience include downtime and reaction time.

For the performance of AI models, these metrics will be used to evaluate the efficiency
and accuracy of the AI models developed for the C2T continuum. This could include
accuracy, sensitivity-specificity, carbon footprint, and inference time.

The findings from the literature review on existing evaluation metrics will guide the
selection and refinement of the final set of metrics. This will establish a clear evalua-
tion framework, crucial for measuring the effectiveness of the proposed AI solutions in
enhancing resilience within the C2T continuum.
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A3: Definition of the Validation Framework
Following the literature review and establishment of evaluation metrics, this activity fo-
cuses on defining a validation framework for evaluating the effectiveness of intelligent
solutions within the C2T ecosystem. The framework will leverage simulations as an ini-
tial approach for testing and refining solutions in a controlled environment.

Initially, the validation process will utilise established simulators, such as a previously
tested Cloud-to-Edge (C2E) simulator COSCO, to create realistic C2T scenarios. How-
ever, existing simulators may have limitations, and thus, the need for enhanced function-
alities or alternative tools to better suit specific research requirements will be explored.
Defined metrics from A2 will serve as the foundation for assessing the performance of
intelligent solutions within the simulated environment. These evaluation criteria may be
further refined based on the insights gained from simulation testing.

This simulation-driven approach establishes a foundational validation framework. By
testing and refining solutions within the controlled environment, the framework validates
their effectiveness and resilience before real-world deployment.

A4: Design and Implementation of Green Intelligent Solutions
Informed by the evaluation metrics (A2) and framework (A3), this activity focuses on de-
signing, implementing and optimising intelligent solutions for the C2T continuum. A key
aspect will be leveraging distributed learning, which aligns well with the C2T’s distributed
nature. This approach allows for processing and decision-making closer to data sources
at the edge, potentially improving efficiency and resilience.

The design process will consider both centralised and distributed AI models, tailored
for tasks like anomaly detection and resource management, crucial for C2T resilience.

Designed models, whether centralised or distributed, will be fine-tuned for optimal
performance within the C2T ecosystem. This optimisation will prioritise a balance be-
tween accuracy, efficiency (resource and energy usage), and scalability to accommodate
future C2T growth.

By following this systematic approach, A4 aims to create intelligent solutions that are
impactful for C2T resilience, efficient, and adaptable within the C2T infrastructure.

A5: Validating Effectiveness
Building on the optimised solutions fromA4, this activity focuses on validation and testing
their effectiveness in a simulated C2T environment. Using the defined metrics (A2), the
model’s performance will be rigorously assessed in two key areas:

• Anomaly Detection: Can these models accurately detect potential failures within
the C2T system through simulated scenarios?

• Resource Management: How efficiently do the models optimise resource allocation
under simulated resource-constrained situations?

This validation process provides crucial evidence of the impact of intelligent solutions on
C2T resilience. The gathered results will guide further refinement or potential redesign of
the AI models before real-world implementation.
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A6: Evaluation
This phase delves deeper than validation (A5) by comparing the performance of the im-
plemented intelligent solutions against each other, as well as against existing approaches
documented in the literature. This broader evaluation provides a more comprehensive
understanding of the solutions’ effectiveness in enhancing C2T resilience relative to cur-
rently available methods.

A7: Dissemination of the results
The goal is to share the valuable findings of this research with the wider scientific com-
munity. This will be achieved through publications in peer-reviewed journals and presen-
tations at relevant conferences focusing on AI, the IoT, and Distributed Computing. For
this activity, some potential targets were found and compiled in Table 1.

Journal Publisher Impact Factor

Internet of Things Journal IEEE 10.6 (Q1)
Transactions on Cognitive Communications and Net-
working

IEEE 8.6 (Q1)

Future Generation Computer Systems Elsevier 7.5 (Q1)
Transactions on Cloud Computing IEEE 6.5 (Q1)
Transactions on Network and Service Management IEEE 5.3 (Q1)
Transactions on Machine Learning in Communications
and Networking

IEEE relatively new

(a) Target Journals

Conferences Publisher Full Name

ICC IEEE International Conference on Communications
WoWMoM IEEE International Symposium on aWorld ofWireless, Mobile

and Multimedia Networks
NOMS IEEE/IFIP Network Operations and Management Symposium
ICMLCN IEEE International Conference on Machine Learning for Com-

munication and Networking
SRDS IEEE International Symposium on Reliable Distributed Sys-

tems
SEC ACM/IEEE Symposium on Edge Computing

(b) Target Conferences

Table 1: Possible targets for dissemination of work

A8: Writing the PhD thesis
The last activity corresponds to documenting the research activities, findings, and con-
tributions in the Ph.D. thesis. The thesis will provide a comprehensive overview of the
research, including the motivation, methodology, results, and implications for the field.
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This document will continually grow, making this activity last throughout the entire re-
search period.

The detailed work plan is presented in the Gantt chart in Figure 1.

Figure 1: Gantt chart for the planned activities
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Motivation
This work is mainly motivated by the need to tackle the growing energy con-
sumption of Artificial Intelligence (AI) systems.

Previous work on this subject has shown that it is possible to obtain mod-
els which are more energy-efficient when compared to a baseline whilst being
almost as accurate. Namely, the best model found regarding power consumes
29.18W (29.2%) less whilst having a small decrease in performance (0.9%), thus
showing that a small trade-off on accuracy can yield a considerable reduction in
the power consumed by the model [3]. Preliminary work also shows that it is
possible to initialize the evolutionary process with an already established Deep
Neural Network (DNN) model and evolve it towards a more energy-efficient
version of itself whilst sacrificing little of its predictive performance.

In addition, this work is also motivated by the usage of Zero-shot Neural
Architecture Search (NAS) techniques to reduce the search time for DNN mod-
els. Preliminary work shows promising results by using a Grammatical Evo-
lution (GE) algorithm (e.g., Dynamic Structured Grammatical Evolution [12])
to search for zero-cost proxies with the evaluation performed on area-specific
benchmark datasets.
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Background
AI has grown exponentially over the years due to the availability of new soft-
ware and hardware. Due to this, the energy consumed by AI programs has also
substantially increased [8]. GPT-3, one of the state-of-the-art models relative to
Large Language Models (LLMs) and one of the most used models, consumes
1287 MWh just in its training process during 15 days – approximately 552 tons
of CO2 equivalent emissions or the same as the electricity used by 108 homes
during one year – which would require the plantation of 269 hectares of forests
to be offsetted [15]. Although the training process of DNNs consumes a large
quantity of energy, the inference process turns out to consume more since the
deployment of DNNs may reach millions of users and each inference must be
processed. At Google, for example, the training phase uses 40% of the total
energy whilst inference takes 60% [15].

Neuroevolution (NE) consists of the usage of Evolutionary Computation
(EC) techniques to search for optimal DNN models for any problem, be it im-
age classification, natural language processing, or other. It does so through the
evolution of the DNN’s architecture and learning parameters [6]. NE allows for
the simultaneous exploration of multiple zones of the search space through par-
allelization techniques at the cost of taking a usually long time to execute since
each individual of the population is a DNN that requires training and posterior
evaluation.

In the research area of NAS, the prediction of performance through the usage
of zero-cost proxies is gaining attention for its ability to forecast the accuracy
of DNNs without requiring training [2, 13, 16, 9, 10]. Integrating this into a
neuroevolutionary approach might allow for a faster search time as well as a
substantially smaller energetical footprint. One problem that often arises is a low
correlation between zero-shot NAS techniques and the accuracy of the models.
This might be solved by alternating the evolutionary process evaluation system
or by developing zero-shot cost functions with higher correlation.

Neuroevolutionary frameworks such as Fast Deep Evolutionary Network
Structured Representation (Fast-DENSER) begin with DNN models generated
from scratch and evolve them to obtain optimal solutions [1]. Contrarily to this
approach, it is possible to begin the evolutionary process with previously trained
models and evolve them. Using this technique, we can focus the evolution on a
metric that the model given as input does not excel at, such as the energy con-
sumption in the inference phase. Combining this approach with the zero-shot
NAS techniques might allow us to promptly optimize a DNN model to obtain
an accurate and energy-efficient model.

Transformer models and LLMs have gained significant traction in the re-
cent past. At this stage of development, the principal concern has been to make
these types of models more accurate and realistic, thus not focusing on strate-
gies to minimize their environmental impact, which is expected to grow even
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more [11, 14]. The application of NE to this problem can help to address energy
consumption concerns on this matter.

Research Questions
AI usage has surged exponentially, driving a corresponding increase in compu-
tational resources and energy demand. However, most research often overlooks
the energy consumption of Machine Learning (ML) models. This work aims to
make AI systems more energy-efficient. This leads to the formulation of three
research questions:

R.Q. 1: How to approximate the energetical usage of AI to that of the
human brain? While DNN models typically require over 100 W, the
human brain operates on about 20 W, despite its superior performance
[7]. This shows that even though AI has had impactful developments, its
efficiency is no match for what natural evolution has achieved with the
human species. Therefore, it is essential to research strategies to reduce
the energetical needs of AI while maintaining its performance.

R.Q. 2: How canEC techniques automate the design of energy-efficient
modelswhilemaintaining performance comparable to traditionalmeth-
ods? Previous work already showcased that EC can be used to optimize
DNNs to be energy-efficient [4]. Further research could explore alterna-
tive EC algorithms and incorporate additional types of layers to expand
the search space for improved results.

R.Q. 3: How to leverage zero-cost proxies to minimize the search time
for DNN models? The search for optimal DNN models requires a lot
of computational resources since each DNN architecture requires training
and posterior evaluation. This means that behind a state-of-the-art DNN
wemight have a large amount of ”wasted” resources in assessing the qual-
ity of inferior models. Zero-cost proxies consist of formulas that serve as
an indicator of how good a model might be. They allow us to predict the
accuracy of a DNN without training it thus saving resources. These prox-
ies usually use a small amount of GPU time or even CPU time due to their
nature.

Methodology
The development of this work will follow an iterative strategy. In the first phase,
state-of-the-art zero-cost proxies will be replicated and integrated into an exist-
ing framework. These will be tested and compared to baseline and other exper-
iments to assess their effectiveness. To add more options, some novel zero-cost
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proxies will be created by taking advantage of GE algorithms. These will be
tested and compared to the existing ones. On the other hand, experiments will be
performed without zero-cost proxies to enhance the power efficiency of DNNs.
Each new feature will be tested and compared to previous experiments by us-
ing statistical tests to objectively evaluate whether our results exhibit statistical
improvement when compared to existing ones.

Expected Results and Significance
This work is expected to provide novel strategies to tackle the growing issue
of AI’s energy demand through the automatic design of more efficient DNN
models. Thus, its main benefit to society is that of reducing the energy used by
AI which is expected to globally surpass the energetical needs of many medium
to large-sized countries [5].
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1. MOTIVATION AND BACKGROUND  

 
Recently, the Machine Learning (ML) field has been intensively researched around the globe, 
culminating in great advances for people. Many ML models may be defined as black-box 
algorithms that consume information and return knowledge. Such end requires data, i.e. 
representation of information, of high quality to provide the best outcome possible. The best 
representation of information depends on the chosen ML model, as they treat data differently from 
each other, and on multiple ML objectives, such as improving performance or reducing 
dimensionality. 
 
Besides traditional Feature Engineering (FE) techniques, Evolutionary Computation (EC) methods 
have also addressed this problem, paving the way for a new FE paradigm. This work aims to bridge 
the gap between the EC and ML fields by studying and developing an evolutionary FE framework 
that focuses on optimizing multiple potentially conflicting objectives regarding the construction and 
selection of features. 
 
Feature Engineering (FE) is a step in the Machine Learning (ML) pipeline where a pre-processed 
data set undergoes selection and transformation processes. It can be divided into Feature Selection 
(FS) and Feature Construction (FC). FS intends to reduce the dimensionality of the data set to 
remove redundant or misleading data that can negatively affect the performance of the models. In 
contrast, FC seeks to build novel features from the original ones, exploring non-linear 
transformations of the feature space to empower ML models. For a dataset with dimensions MxN, 
the number of possible feature subsets is 2N . When enabling the construction of features, the 
solution space increases even further, becoming intractable for exact methods. 
 
Due to the combinatorial and complex nature of this problem, alternative evolutionary FE 
approaches have been applied in different settings. Such methodologies have been reported to 
improve performance [3, 24, 13, 1, 18], reduce dimensionality [1, 18, 2] and enable interpretability 
[3]. 
 
FE methods can be classified into three categories: filter, wrapper and embedded [3]. Filter methods 
[14, 7] are model-free ranking methods, whereas wrappers [13,11] assess the performance of a 
model to evaluate which set of features is relevant to the problem at hand. At last, embedded 
methods perform FE while training the ML model [18]. 
 
Researchers have used Genetic Algorithms (GAs) to address the FS problem [17] by evolving 
solutions represented as a binary string of length N (MxN) to denote whether a feature was in (1) or 
out (0) of the subset. In contrast, the representation for FC would have to be defined as a list of tree 
structures, each tree being a constructed feature [17, 22]. However, by evolving computer programs 
with Genetic Programming (GP) [8], FC became more accessible by specifying the terminal and 
function sets that would be used to build an abstract syntax tree, a computer program that 
transforms the original dataset [18, 19]. Grammatical Evolution (GE) [16] and its variants [9, 10], 



grammar-based GP approaches, further empowered this research field by enabling the specification 
of the transformations through a context-free grammar [6, 11, 13, 20]. 
 
Due to many potentially conflicting objectives, such as improving performance and reducing 
dimensionality, FE has also been addressed with evolutionary multiobjective methods [15]. 
Researchers have reported advantages in evolving multiple objectives independently [7] and 
assessing potential trade-offs among them [5], a capability not achievable by single-objective 
methods. 
 
In Artificial Intelligence (AI), societal values are crucial in guiding the research of intelligent 
systems. Two key concerns receiving significant attention are explainability and energy 
consumption. The explainability of ML models is becoming increasingly required because of AI 
regulation. Hence, model-agnostic methods have been proposed, namely Shapley Values, Local 
Interpretable Model-agnostic Explanations (LIME) [21], global surrogate models and others [12]. 
When incorporated into the evolutionary process, these methods may evolve highly informative 
features [23]. In addition, researchers are using evolutionary methods to address the issue of heavy 
AI models consuming substantial amounts of energy, which causes significant challenges to 
sustainability [4]. 

 
2. RESEARCH QUESTIONS 

 
The main goal of this work is to study and develop an evolutionary feature engineering framework 
that focuses on optimizing multiple potentially conflicting objectives regarding the construction and 
selection of features. The optimization objectives are: improving performance, reducing data 
dimensionality and complying with societal values, such as enabling explainability and reducing 
energy consumption. To accomplish this goal, three research questions must be answered: 
 
RQ1: How effective are evolutionary approaches for feature engineering? 
 
To propose an evolutionary feature engineering framework, one must demonstrate its potential and 
limitations across different domains, comparing it to similar and commonly used methods. 
Evolutionary methods may have an edge over others, making them the preferred approach in certain 
scenarios. Answering this question is of utter importance as it contextualizes all of these approaches 
regarding feature engineering. 
 
RQ2: How to evaluate the quality of the features? 
 
Many objective functions have been proposed to evolve features, mostly regarding performance 
and/or dimensionality. Mutual information and linear correlation between features and labels are 
common metrics for filter-based methods [7]. Performance metrics, such as accuracy or root mean 
squared error, are used in wrapper techniques given the predicted labels of a proxy model (e.g. 
decision tree [11, 13]). Studying different objective functions, for the specified optimization 
objectives, enables a greater understanding of how features behave in the evolutionary process, 
leading to the possibility of addressing the shortcomings of the metrics. 
 
RQ3: What trade-offs are present among the objectives? 
 
Regarding the specified optimization objectives, conflicts may arise and lead to non-dominated 
solutions. Studying and characterizing such trade-offs across multiple domains allows for an 
understanding of how these objectives clash, if so, and for defining strategies to decide which 



solution is best, as different domains may prioritize objectives (e.g. explainability over 
performance). 

 
3. METHODOLOGY 

 
This work will follow an iterative approach, regarding the development of the evolutionary feature 
engineering framework. After reviewing the literature and defining the benchmarking suite, the 
framework will be developed and extended incrementally.  
 
The primary goal is to establish framework stability concerning the performance and dimensionality 
objectives. This step will consist of experimenting with different algorithms and evaluation metrics 
in the evolutionary process to study which ones generalize better, across multiple domains. 
 
Once settled, the research will be devoted to incorporating responsible and societal objectives. The 
goal is to study how they affect the construction and selection of features and what trade-off 
interactions exist between the objectives. 
 

4. EXPECTED RESULTS 
 

The development of an evolutionary FE framework that can select and construct features in 
multiobjective scenarios contributes to the automation of this complex and time-consuming step in 
the ML pipeline. Also, analysing the framework in a setting of conflicting objectives will provide a 
better understanding of their trade-offs. In addition, designing the framework to adapt to different 
objectives and datasets enhances the applicability of the framework across diverse domains, 
enabling the development of real-world applications. 
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1 Introduction
The brain implements causal inference to solve hard problems, such as object recognition tasks.
Many decisions are based on inferences about unknown causes from ambiguous and noisy obser-
vations. Brain-inspired algorithms emerged to solve computational problems efficiently through
the advancement of artificial intelligence (AI). More specifically, neuroscience inspired different
modeling of artificial neural networks (ANNs), which led to the current spiking neural networks
(SNNs). Brains and computers work differently, which limits the latter to its computational speed
and storage for a certain amount of energy. However, SNNs become significantly power-efficient
when implemented on neuromorphic hardware, making this difference point to a singularity, where
computers reach human performance levels [15, 27].

This work aims to study the third generation of ANNs, also known as deep SNNs, which
approaches the behavior of the biological human neuron. The study will answer the following
research questions (RQs):

RQ1 – How can Bayesian inference techniques be integrated into deep spiking neural networks to
facilitate causal reasoning and inference?

RQ2 – What novel architectures and learning algorithms can be developed to outperform deep
state-of-the-art spiking neural networks?

RQ3 – How can causal inference frameworks enhance the interpretability and robustness of results
obtained from deep spiking neural networks?

The idea remains in combining this new generation of ANN with Bayesian inference and explain-
ability mechanisms to contribute towards a more responsible and explainable artificial intelligence
(XAI), enabling models to perform efficiently and accurately while providing transparent insights
into its decision-making processes.

2 Background
This section comprises an overview of biological neural networks in Section 2.1, followed by an
explanation of mathematical and computational neuron models in Section 2.2. The causal inference
theme is presented in Section 2.3. Finally, the combined approach between these two areas is
concluded in Section 2.4.

2.1 Biological Neural Networks
Biologically, the brain mainly encompasses cells called neurons. These neurons typically comprise
three distinct parts: the dendrites, the soma, and the axon. The dendrites collect electrochemical
signals from other neurons and transmit them to the soma. The soma processes these input signals
and generates an output signal when it exceeds a certain threshold. This output signal is taken
over the axon, which delivers the signal to other neurons of the brain’s neural network. This
junction between the two neurons is called a synapse [6, 7]. These signals are the way how neurons
communicate through the network. The neuron body is composed of a pored capacitive membrane,
which can absorb sodium ions (Na+) through the opening of sodium ion channels. Consequently,
when the electrical charge passes the threshold of the membrane’s potential, the sodium ions are
quickly replaced with the absorption of potassium ions (K+) through the opening of potassium ion
channels. This rapid variation in the electrical potential of the membrane is called action potential
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or, more commonly, a spike, which has an amplitude of about 100mV and typically a duration of
1-2ms [8].

2.2 Spiking Neural Networks
With the advancements of deep learning, ANN become more energy-intensive, namely with the
venue of large language models (LLMs) such as OpenAI’s GPT-4 [19] or Meta’s LLaMA [28]
models. Recently, spiking neural networks emerged as a possible solution to this high energy
demand for traditional artificial neural networks.

Historically, the first mathematical neuron model appeared in 1943 with McCulloch and Pitts
[16], which evolved to different variants of neuron models, such as Hodgkin-Huxley (HH) [10],
Izhikevich (IZ) [11], Wilson (WIL) [29], Fitzhugh-Nagumo (FITZ) [4], and Leaky Integrate-and-
Fire (LIF) [7] models. The latter is more prevalent to simulate as a SNN since it is biologically
plausible, computationally efficient, and easier to train [20]. Neuromorphic computing is becoming
popular since it is power efficient when implemented on neuromorphic hardware. Neuromorphic
algorithms as SNNs are advantaged with their high spatial and temporal sparsity, which reduce
on/off activations on hardware.

In spiking neural networks, action potentials (spikes) occur when the potential U surpasses
the threshold of the membrane θ, which has a decay rate β. Typically, the LIF neuron model is
represented as a resistor-capacitor (RC) circuit (with a resistance R and a current I over time t),
which is modeled the following differential Equation 1:

τ
dU(t)

dt
= −U(t) + Iin(t)R (1)

where τ = RC is the circuit’s time constant, typically between 1–100ms. However, the system can
be simplified through the forward Euler method to make this differential system compatible with
sequential networks. Moreover, Equation 1 does not take into account the reset of the membrane,
which removes the value of the threshold if there is a spike at the previous timestamp Sout. In
the simplified model, the input current combines the weighted sum of inputs WX of the neural
network. The potential is represented with Equation 2:

U [t] = βU [t− 1]︸ ︷︷ ︸
decay

+WX[t]︸ ︷︷ ︸
input

−Sout [t− 1]θ︸ ︷︷ ︸
reset

(2)

Programmatically, the raw input is converted into a matrix X of spikes (k ×m × n), where m is
the number of instances per batch k and n is the number of steps for the temporal component of
the spike. The superposition of spikes – on each layer of the SNN – creates the current I at time
t. This current is translated into the potential of the membrane U , which generates spikes for the
next layer of the SNN [3]. This modeling of the neuron’s membrane makes it possible to perform
classification tasks by counting the number of spikes on the last layer of the ANN. Therefore, the
predicted class has a bigger number of spikes.

2.3 Causal Inference
Causal inference allows the understanding of complex behaviors in data, looking for information
about how features in a dataset affect the prediction in a machine learning (ML) algorithm [21,
25, 22, 23, 24]. Structural causal models (SCMs) defines the relationships between variables in
the data, enabling the prediction and estimation of what happens to the data in case of value
variations in these variables (called interventions). In addition, SCMs define the consequences
of these interventions (called counterfactuals), taking into account what will append with such
intervention [14]. The representation with SCMs expresses causality into different variables and
connections between them. These variables are divided into four categories:

• The outcome is the target variable in data in which the causal effect is studied. More
specifically, the causal effect of variables that cause changes in the outcome. The outcome is
also called the effect ;

• The treatment is a feature in the data that directly impacts the target variable. The treatment
is also called the cause;

• The confounder is a feature that influences treatment and outcome, which can bias the
causality effect. The link for this common cause to treatment and outcome is the backdoor
path;
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• The instrumental variable is a variable that is not directly correlated to the outcome. How-
ever, this variable is correlated to the treatment and can indirectly influence the outcome
through the treatment.

In causal analysis, there are two types of studies: observational and interventional. Observational
studies are where the data is measured without intervention in the process. Interventional studies
are where the data is manipulated for a certain purpose. What happens is that observed data may
have external factors, such as confounders, influencing a treatment. If the outcome under a given
treatment differs from that under another treatment, then there is a causal effect [9].

For the causal analysis, it is necessary to discover causal relations between variables through
structural causal models. This SCMs is composed of directed acyclic graphs (DAGs) and structural
equation models (SEMs).

• The directed acyclic graphs are graphical representations of connections between variables,
also called causality diagrams, in which the nodes are variables, and the edges define the
conditional probability between two variables;

• The structural equation models show the details of each edge between nodes, namely quan-
tifying the influence that a variable has on another.

The discovery of the DAG can be made through the NOTEARS (Non-combinatorial Optimization
via Trace Exponential and Augmented lagRangian for Structure learning) algorithm [30] that allows
computing the relationship between nodes. It calculates an adjacency matrix to minimize a function
penalizing the graph’s cycles. The advantage of this algorithm is that it supports data with high
dimensionality, and it does not need to make assumptions about the data’s features relationship.
This process is called structure learning since it learns the graph’s structure from the data.

Causality is measured through the average treatment effect (ATE), which can be estimated as
in Equation 3:

ATE = E [y1 − y0] (3)

The ATE represents the change in the outcome variable if there is an intervention in treatments.
The higher the value, the more the outcome is susceptible to change if the treatment has a mod-
ification. Different methods exist to estimate the ATE through linear regression or propensity
scores [18, 21].

2.4 Causal Spiking Neural Networks
In sum, the human brain implicitly implements causal reasoning to solve complex tasks. These
causal neural architectures enable in-depth interpretability [5] of such black-box models by infer-
ring the behaviors of the neurons. Bayesian inference can help modeling uncertainty in causal
relationships between input features and output responses in SNNs. By understanding the causal
structure of the system, one can design more effective network architectures and optimize training
strategies [17]. The understanding of these causal relationships can help in building more robust
and generalized SNNs by highlighting causal mechanisms rather than just correlations in the data.

3 Proposed Experimental Work
To validate our combined approach of SNNs with causal Bayesian inference, our causal spiking
neural network will be tested with highly imbalanced data from a critical sector domain.

Section 3.1 describes the dataset used as a benchmark for the whole work since it is a real-
world application of a business-constrained problem. After that, the methodology of the work is
presented in Section 3.2. Finally, the expected contributions resulting from this work are presented
in Section 3.3.

3.1 Dataset
The bank account fraud (BAF) suite of datasets [13, 12] consists of a base and five variants
of data generated from real-world bank account opening fraud detection observations, composed
of one million instances and thirty features. Each row (instance) of the dataset represents one
client application, and each column (feature) represents the provided data from the clients and
information gathered from the platform where the clients open the account. The dataset comprises
eight months of data (between February and September), where the authors recommend dividing
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the first six months for training and the last two for testing. Variants of the dataset are highly
imbalanced, with a fraud prevalence varying between 0.85% and 1.5%, being higher in the last
months.

The dataset distinguishes two groups, which are divided by the client’s age, regarding fairness [2,
26]. The first group is the younger clients, whose ages are under or equal to fifty years old, and the
remaining are categorized into the second group of older clients. The Base and Variant I datasets
have the youngest customers (respectively 77% and 90%), while the remaining variants have an
equal proportion of the two groups. The variants also differ in the prevalence of fraud for both
groups, varying from 0.3% and 1.9%, except for odd variants (Variant I, Variant III, and Variant
V ), where the prevalence of fraud is fixed to 1.1%.

3.2 Methodology
This work improves fraud detection with the bank account fraud dataset, which is divided into
three phases:

i) The first phase consists of reviewing the current state-of-the-art in SNNs, enabling the under-
standing of their operational process, namely with snnTorch [3]. This understanding enables
the development of an SNN architecture that is fair and performant, that is, having a high
false positive rate (FPR) ratio between the protected attributes, for instance, in Equation 4,
the age of the clients:

FPR ratio =


FPR old

FPR young
, if FPR old ≥ FPR young

FPR old

FPR young
, otherwise

(4)

while respecting a business constraint of high recall at 5% of FPR, being the dataset men-
tioned above the benchmark of the work. For that, the SNN is optimized through its hyper-
parameters with a Bayesian optimization framework called Optuna [1].

ii) In the second phase, a synthetic dataset for causal inference will be developed. This dataset
will have causal relations that are a priori known to validate the framework mentioned below.

iii) Next, causal inference will be integrated into the spiking neural network to improve the
detection task’s performance and fairness (that is, having equity between protected attributes
of the dataset, reducing consequent disparities of classification between groups).

iv) Finally, a causal inference framework will be developed to provide insights into black-box
models such as spiking neural networks. This framework will enable a better understanding
of the neural network’s decision-making process, which will be validated with the causal
dataset, where relationships between variables are known a priori.

3.3 Expected Contributions
We expect a significant contribution of the current state of the art in the explainability of deep
spiking neural networks through:

• The development of a synthetic dataset from which causal relations are known;

• The development of a causal inference framework that uses spiking neural networks;

• The validation of the proposed research in a critical problem of the finance domain;

• The publication of scientific articles describing the work developed in this area, namely in
national/international conferences and journals:

– National Conferences: Portuguese Conference on Artificial Intelligence (EPIA), and
Portuguese Conference on Pattern Recognition (RECPAD);

– International Conferences: International Joint Conferences on Artificial Intelligence
(IJCAI), European Conference on Artificial Intelligence (ECAI), European Conference
on Machine Learning (ECML), Knowledge Discovery and Data Mining (KDD), Con-
ference on Neural Information Processing Systems (NeurIPS), International Conference
on Information and Knowledge Management (CIKM), and International Conference on
Machine Learning (ICML);
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– Journals: Journal of Artificial Intelligence Research, International Journal of Pattern
Recognition and Artificial Intelligence, Neural Networks, Journal of Causal Inference,
Progress in Artificial Intelligence, Foundations and Trends in Machine Learning, and
Nature Machine Intelligence.
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1 Abstract

Transformer models have impacted the adoption of machine learning, influencing
its use cases across different domains, specially in natural language processing
and computer vision, with innovations like Generative Pre-trained Transformers
for text generation and Vision Transformers for image classification. Spiking
Neural Networks are bio-inspired Neural Networks getting inspiration from the
brain’s neural architecture, which makes their energy efficiency and proficiency
in handling temporal data important characteristics. In this research we aim
to explore the computational strengths of Transformer models and the energy
saving capabilities of Spiking Neural Networks. We will explore ways in which we
can take advantages of the inherent energy efficiency and better temporal data
processing capabilities of Spiking Neural Networks, and apply them to narrow
down the challenges in Transformer models such as their high computational
demands and lack of efficiency in processing time based data. We believe that
Spiking Neural Networks have a potential to offer a way to elevate Transformers,
making them more suitable for real time, energy efficient applications while
maintaining their exceptional performance in complex data understanding tasks.

2 Introduction

With the recent surge of interest in Transformer Models and Spiking Neural
Networks, numerous techniques and methodologies for evaluating transformer
models have been introduced [1] .This study will select a specific domain within
transformer models and select the evaluation techniques that are more relevant
to the domain of interest. This targeted approach will focus on the following
research questions.

• RQ1 What are the architectural modifications needed to incorporate spik-
ing neurons into Transformer models without significant loss in perfor-
mance?
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• RQ2 What are the new or existing benchmarking and performance metrics
that are needed to fully assess the capabilities of SNN-Transformer hybrid
models?

• RQ3 What are the ways in which the combination of SNNs and Trans-
former models impact computational efficiency and scalability?

• RQ4What are the specific domains or applications where SNN-Transformer
hybrid models could significantly outperform traditional approaches?

• RQ5 What are the challenges that arise in terms of explainability and in-
terpretability when integrating Spiking Neural Networks with Transformer
models?

3 Related Work

Researchers have started to explore how Spiking Neural Networks (SNNs) and
Transformers, two distinct types of artificial intelligence models, can be merged
[2]. This field is relatively new. However, existing studies on Spiking Neu-
ral Networks highlights some important aspects. They help us understand how
Spiking Neural Networks learn, their computational strengths, and certain char-
acteristics that might explain how they could be integrated with Transformers
to create hybrid models.

Jahin et al [3] developed a framework called TRABSA, integrating attention-
based BiLSTM and Twitter-RoBERTa within a Transformer-based architecture.
This hybrid approach illustrates the potential for combining different neural
models, including SNNs, to achieve interpretability and efficiency in analyzing
social media data. A study by Lemaire et al [4] found that SNNs are 6 to 8
times more energy efficient than classical neural networks. This efficiency is
crucial for building sustainable computing systems. A study by Souvik Kundu
et al [5] discusses recent advances in scalable, energy-efficient SNNs, focusing on
algorithmic and optimization innovations for complex machine learning appli-
cations. These enhancements allow SNNs to operate with low latency and high
efficiency. Alexander Kugele et al [6] presented a method for achieving state-
of-the-art accuracy in SNNs for sequence processing tasks. This approach mini-
mizes delays and mismatches between ANN training and SNN implementation,
ensuring high accuracy in temporal data processing. A study by Byunggook Na
et al [7] focuses on AutoSNN, aiming to improve the accuracy and reduce the
spike generation in SNNs. The framework introduces spike-aware neural archi-
tecture search, enhancing both accuracy and energy efficiency. Rachmad Vidya
Wicaksana Putra and Muhammad Shafique proposed TopSpark [8] , a method-
ology enabling energy-efficient SNN processing. By leveraging adaptive timestep
reduction, TopSpark maintains high accuracy with reduced energy use during
training and inference phases. Li and Li [9] explores unsupervised and super-
vised learning methods for SNNs, such as Spike-Timing-Dependent Plasticity
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(STDP), Tempotron, and ReSuMe. These methods enhance the understanding
of how biological neural networks process spatio-temporal information, which
is pivotal for integrating explainability in AI systems. The ”SPIKE-DRIVEN
TRANSFORMER V2” by Yao et al.[2] introduces Meta-SpikeFormer, a novel
Transformer-based Spiking Neural Network architecture that significantly out-
performs current models in efficiency and versatility for vision tasks, marking
a substantial advancement in neuromorphic computing and SNN design. The
”Attention Spiking Neural Networks” paper by Yao et al. [10] revolutionizes
Spiking Neural Networks (SNNs) by integrating attention mechanisms, signifi-
cantly narrowing the performance gap with traditional ANNs. It demonstrates
unparalleled efficiency and performance gains in image classification and event-
based action recognition, setting new benchmarks for energy-efficient neural
network designs. The paper ”Spikformer: When Spiking Neural Network Meets
Transformer” by Zhou et al. [11] proposes Spikformer, integrating spiking neu-
ral networks (SNNs) with the Transformer architecture through a novel Spiking
Self-Attention (SSA) mechanism. Fantozzi and Naldi’s study ”The Explain-
ability of Transformers: Current Status and Directions” [12] offers an in-depth
analysis of transformer model explainability, categorizing existing methods and
their applications, with a focus on the significance of attention-based strategies
for improving model interpretability. Vaswani et al. [13] ”Attention Is All You
Need” introduces the Transformer model, revolutionizing sequence modeling by
relying solely on attention mechanisms, eliminating the need for recurrence and
convolution in neural networks. This approach enables more parallelization, re-
ducing training times and setting new benchmarks in translation tasks through
improved efficiency and accuracy. Maass’s ”Networks of Spiking Neurons” [14]
highlights the computational edge of spiking neural networks (SNNs) over earlier
neural network models, showcasing their efficiency and versatility in simulating
complex neural dynamics and computational tasks with minimal resources.

4 Approach

Conducting research on integration of Spiking Neural Networks (SNNs) with
Transformer architectures represents a challenging venture in the field of artifi-
cial intelligence. The approach of this study is outlined in a structured manner
as following:

1. Conceptualization on how Spiking Neural Networks and Transformers can
be combined and what challenges and opportunities this presents for ex-
plainability.

2. Conducting a comprehensive literature review on Spiking Neural Net-
works, Transformer models, and explainable AI. Utilizing databases like
IEEE Xplore, Google Scholar, PubMed, ArXive, Published Thesis and
Dissertations at oatd.org.

3. Define what explainability means in the context of this research work,
including relevant quantitative metrics or qualitative aspects.
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4. Represent the Application and Validation of in a case study.

4.1 Methodology

The methodology for this research work is structured into data selection, model
development, and development of analytical techniques as following:

1. Decide on the datasets or simulations necessary for this research.

2. Outlining the process for developing or utilizing existing Spiking Neural
Networks and Transformer models. Considering open-source frameworks
and tools.

3. choose or develop techniques to analyze and interpret the models’ deci-
sions. These may include visualization tools, attention mechanisms, or
other explainable AI methods.

4.2 Experimentation

1. Coding and implementing the models using a step-by-step approach, doc-
umenting all steps.

2. Application of the defined explainability metrics or qualitative assessments
to evaluate the models. Including comparative analyses against bench-
marks if available.

3. Based on initial findings, iteratively refine models and explainability anal-
yses to achieve desired results.

4.3 Analysis

1. Interpretation of the collected data, focusing on the aspects that highlight
the explainability of SNN-Transformer hybrid models.

2. Comparative analysis of findings with existing models (both hybrid and
non-hybrid) to understand the advantages or disadvantages in terms of
explainability.

4.4 Documentation

1. Write multiple research papers along the way, following the conventional
structure: Introduction, Literature Review, Methodology, Results, Dis-
cussion, Conclusion, and References targeting the following Conferences
and Journals.

• National Conferences: Portuguese Conference on Artificial Intelli-
gence (EPIA), and Portuguese Conference on Pattern Recognition
(RECPAD);
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• International Conferences: International Joint Conferences on Arti-
ficial Intelligence (IJCAI), European Conference on Artificial Intelli-
gence (ECAI), Conference on Neural Information Processing Systems
(NeurIPS), International Conference on Information and Knowledge
Management (CIKM), and International Conference on Machine Learn-
ing (ICML);

• Journals: Journal of Artificial Intelligence Research (JAIR), Else-
vier Neural Networks, Elsevier Neurocomputing, Journal of Causal
Inference, Progress in Artificial Intelligence (PRAI), and AI Commu-
nications.

2. Prepare presentations to communicate findings to different audiences, adapt-
ing the complexity of explanations accordingly.

5 Expected Contribution

The expected contributions of research focusing the Spiking Neural Networks
(SNNs) and Transformer hybrid models and explainability spans into several
dimensions, offering both theoretical and practical advancements in the field of
artificial intelligence and neural networks:

• This research will provide real-world and practical insights into the inte-
gration of bio-inspired Spiking Neural Networks with Transformer models,
uncovering how such hybrids can be constructed for enhanced computa-
tional efficiency.

• By focusing on the explainability of SNN-Transformer hybrids, this study
contributes to the broader field of explainable AI, which may offer method-
ologies and frameworks to make complex neural networks more inter-
pretable.

• Given the temporal data processing strength of Spiking Neural Networks
and the sequential data prowess of Transformers, this research may find
new ways to process and integrate diverse data types effectively, providing
a practical basis for future AI applications.

• This work might lead to the creation of new metrics and visualization tech-
niques tailored to assess and improve the explainability of hybrid neural
models, advancing the toolkit available for explainable research.

• By developing techniques that assist in interpreting the decision-making
processes of SNN-Transformer hybrids, the research could contribute method-
ologically to simplifying the understanding of hybrid model behaviors.
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Abstract

Epilepsy is one of the most common neurological diseases. It affects around 1% of the world’s
population and is characterized by recurrent seizures. One significant problem patients with epilepsy
suffer from is the unpredictability aspect of seizures1.

The first line of treatment is the use of Anti-Epileptic Drugs. However, approximately one-third of
patients with epilepsy suffer from Drug-Resistant Epilepsy, a condition where the use of medication
is not enough to achieve seizure-free lives2, 3. The inability to control seizures can lead to physical
problems, such as an increased risk of accidental injury, brain injury, cognitive decline, or even death,
and psychological ones, such as neuropsychological deficits (memory loss and attention difficulties),
depression, anxiety, or psychoses4, 5.

In cases where seizure control cannot be achieved through medication, the next best alternative
is to inform the patients when a seizure will occur. This objective can be accomplished by using a
seizure warning device that estimates a continuous seizure occurrence likelihood6.

One approach for warning device algorithms is seizure forecasting. In forecasting, the algorithm
provides a constant analysis of the likelihood of a seizure. It should be able to detect, for instance, low,
moderate, and high-risk states and continuously relay the information to the user. Even though seizure
forecasting takes a probabilistic approach, which is rarely fully confident of events, it avoids the crisp
approach of other techniques that, despite sometimes being correct, are linked to damaging false
alarms. Access to the probabilistic likelihood of seizures allows patients to make a more informed
decision based on a certain degree of uncertainty7, 8.

The brain’s electrical activity can be recorded by the electroencephalogram (EEG), one of the most
effective tools for identifying, examining, and interpreting brain disorders. There are two methods for
signal acquisition: scalp EEG and intracranial EEG (iEEG). The iEEG can achieve considerable pre-
cision and area specificity, and the ability to reach the deep brain results in a cleaner signal. However,
as it is invasive, it brings the risks associated with these sorts of procedures9, 10. Sub-scalp EEG is a
technology that has gained traction recently, where the electrodes are placed between the skull and
the scalp. This technique shows signal quality improvements from scalp EEG and does not require
the same electrode care as iEEG. Its minimal invasiveness allows for easy use outside of the hospital
environment and facilitates ultra-long-term recordings11. This signal can also be segmented into dif-
ferent periods in time: preictal (before a seizure), ictal (during a seizure), postictal (after a seizure),
and interictal (between the postictal and preictal periods of two consecutive seizures)12.

Over the years, many studies using EEG-based methodologies to try to forecast seizures have
been developed7, 13, 14. Cook et al.13 describe the NeuroVista clinical trial, the first human study to
successfully demonstrate prospective seizure forecasting using ambulatory EEG recordings. In this
phase I clinical trial, 15 patients with DRE were implemented with the NeuroVista Seizure Advisory
System for a period of between six months and three years. Using iEEG, the system could register
the signal and determine a low, moderate, or high seizure risk. This trial showed that 11 subjects
performed well, generating a sensitivity higher than 65% and performance more significant than ran-
domly forecasting events. Nevertheless, due to the results not being sufficiently good and the belief
that the technology was too invasive, the funding was cut15.
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However, since then, few methodologies have been clinically applicable. This inefficacy is mainly
for three reasons: the EEG signal is still not fully understood; determining and detecting the preictal
period is an incredibly arduous task; and a lack of proper databases. Most public EEG databases
contain only a few days of data from long-term presurgical monitoring, where patients are subject
to AED withdrawal and sleep deprivation. These conditions do not reflect everyday seizure activity.
Significant advancements come with the transition to ultra-long-term databases containing months to
years of daily-life data8, 16, 17.

Increasing computational power and quantity of available data during the past years have caused
the emergence of deep learning (DL) models for potential warning device algorithms. These models
can handle raw data with little to no preprocessing and are capable of feature engineering and classi-
fication. Therefore, DL can move past the need to know the data’s structure and detect specific brain
signal patterns rather than features18. Popular options for DL classifiers in the state-of-the-art include
convolutional neural networks (CNNs) and long short-term memory (LSTM) networks.

One interesting DL classifier that has yet to be used in seizure forecasting is spiking neural net-
works (SNNs). Typical Artificial Neural Networks use static and continuous activation functions to
transmit information between neurons. On the other hand, SNNs try to replicate the biological behav-
ior of the brain, using discrete spikes to transmit the information and encoding it in the timing and the
rate of the spikes. The sparse and event-driven nature of spike-based communication characteristic
of SNNs displays great potential for real-time, energy-efficient computation. Furthermore, SNNs are
excellent when dealing with spatio-temporal data, specifically in online learning. All these character-
istics make for a perfect environment for the implementation of an EEG classification algorithm in a
real-time warning device19, 20.

Several studies show promising results for SNN application in seizure detection algorithms21–23.
Yang et al.23 even show comparable performance results between SNNs and traditional DL neural
networks (CNN and LSTM).

Research Questions

Brain dynamics are a topic of great complexity. A critical part of seizure forecasting is determin-
ing and detecting the preictal period, a transitional moment between regular brain activity and a
seizure. However, there is no consensus among authors on its length, and some evidence even sug-
gests the preictal period may vary between patients and between the same patient’s seizures16–18, 24.
Recently, studies found the existence of seizure cycles based on biological rhythms and the sleep-
wake cycles. These cycles could be a way to complement the EEG signal features and improve the
models16, 18, 25, 26. Furthermore, if an algorithm is to be applied into a seizure warning device, energy-
effient classifiers should be explored. With all this in mind, this works proposes tackling the following
research questions (RQ):

• RQ1: Do biological rhythms (circadian, multidien, and ultradien) and the sleep-wake cycle
have an influence in seizure occurrence?

• RQ2: Could the inclusion of seizure cycles in seizure forecasting models improve their perfor-
mance?

• RQ3: Can a energy-efficient SNN be used as a seizure forecasting model’s classifier and pro-
duce promising performance results?
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Goals and Contributions

Using long-term scalp and intracranial EEG from the EPILEPSIAE database27 and ultra-long-term
sub-scalp EEG collected at the Universitätsklinikum Freiburg, this work is expected to have the fol-
lowing contributions:

1. Development of a preprocessing pipeline that filters the EEG signals and removes the noise and
artifacts suitable for real-time application;

2. Exploration of seizure cycles based on biological rhythms/the sleep-wake cycle and their influ-
ence on forecasting seizures;

3. Development of a spike learning seizure forecasting model using an SNN;

4. Exploration of performance differences between the energy-efficient SNN and typical deep
learning approaches;

5. Exploration of performance differences between the long-term and ultra-long-term data;

6. (CONDITIONAL - If promising results come from the algorithm’s performance evalua-
tion) Hardware implementation of the algorithm as a possible real-time warning device proto-
type.
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Thesis Summary: 

 

Recent progress in artificial intelligence (AI), particularly in machine learning (ML), has 

showcased remarkable performances across various tasks and fields, notably with the 

introduction of deep ML techniques [1,2]. Despite these advancements, barriers to full 

adoption in practice persist, particularly in critical tasks such as clinical decision-making. 

Real-world applications of ML models have been limited due to issues such as their black-

box nature, which lacks transparency and explanation capability [1,2]. However, while 

explainable AI (XAI) techniques improve interpretability, they do not adequately address 

the practical assessment of decision reliability. 

 

One fundamental question in machine learning is whether one can trust the predictions 

these tools provide, especially in critical applications [3]. Thus, alongside prediction 

outcomes, the existence of a measure of reliability is crucial for the practical application 

of AI-based models. This adds a layer of security and transparency, increasing trust in 

human-AI interaction and aiding in model improvement. Individual prediction reliability 

estimates can be directly shown to users, helping them determine the adequacy of the 

current ML model for specific instances, especially in high-risk settings such as 

healthcare scenarios [3-6]. 

 

During the training phase, it is feasible to assess the performance of a model using specific 

and standard metrics, such as sensitivity and specificity. However, these estimations offer 

an average performance perspective and do not provide a means to evaluate individual 

instances. Moreover, these metrics may not be able to generalize on new unseen instances 

that differ from the training population, thus providing unreliable classifications [5]. As 

a result, estimating pointwise reliability would be particularly valuable in assessing the 

model's performance on a case-by-case basis, beyond the usual metrics. It would be an 

advantage to support the model improvement, to increase the trust in human-Al 

interaction and to know if the available model is suitable for decide about individual 

instances [5,6].  

 

Despite its application across a variety of fields and with specific meanings, in the context 

of prediction problems, reliability has been defined as the probability of the classification 

of an instance being correct [4,5]. 

 

The reliability of ML models has been exploited using two main approaches: density and 

the local fit principles [4,7]. The first principle uses distance measures and data patterns 

to compare the instance under interest to the examples present in the training set, or how 

close is a given sample to the training set. The second assesses how the trained model 

performs on training subsets similar to the instance under evaluation to derive a reliability 



 

 

measure, or how accurate is the model on the training samples closest to the test case. 

Basically, the model will perform well on instances similar to training instances that exist 

on the data set and where the model performs correctly [4,7].  

 

In many applications, medical image classification based on ML models involves image 

processing techniques for features extraction, which are then used as inputs to the models. 

On the other hand, techniques based on deep learning used the images itself as input, 

without the need of extracting features. While conventional reliability estimation methods 

are extensible to image classification based on features extraction, no literature has been 

found for the cases involving deep learning algorithms. 

 

The objective of this project is to develop reliability assessment methods to complement 

the classification (diagnosis) using AI tools, based on medical images. Initially, image 

classification will be based on features extraction, and reliability methods will be adapted 

to these models. Moreover, the development of methods for evaluating reliability using 

deep learning algorithms will be addressed.  

 

Although the main goal is to develop reliability assessment methods for medical images 

in general, studies will begin on images used in Transcatheter Aortic Valve Implantation 

(TAVI) planning. 

 

Aortic stenosis, characterized by the narrowing of the heart's aortic valve, poses a 

significant threat to cardiovascular health [8]. This condition restricts blood flow from 

the heart to the body, potentially resulting in severe complications such as heart failure, 

stroke, blood clots, and even cardiac arrest. While aortic stenosis can stem from various 

causes, including congenital heart defects, calcium buildup on the valve, and rheumatic 

fever, its impact on patients' lives necessitates effective treatment strategies [8]. 

 

TAVI has emerged as a minimally invasive surgical procedure designed to address aortic 

stenosis, particularly in patients deemed high risk or inoperable for traditional open-heart 

surgery [8,9]. This innovative procedure involves the insertion of a replacement valve 

through a small incision, typically in the thigh, and guiding it to the heart via the blood 

vessels. Once positioned, the new valve is expanded to assume the function of the 

diseased native valve [8]. 

 

Despite its efficacy, TAVI is not without risks. Up to 37% of TAVI interventions may 

induce conduction abnormalities in the heart, particularly atrioventricular (AV) blocks 

[10]. The proximity of the aortic valve to the cardiac electrical conduction system renders 

it susceptible to pressure exertion during valve expansion, that can lead to varying degrees 

of AV block [8]. Several factors contribute to the specific risk of developing an AV block 

post-TAVI, including the type of valve implanted, pre-existing conduction abnormalities, 

procedure-related factors, and patient-specific anatomical variations. 

 

The treatment for post-TAVI AV blocks typically involves the implantation of a 

permanent pacemaker [11]. However, this solution comes with implications for patients' 

quality of life and additional costs for healthcare services, encompassing the pacemaker 

device, implantation procedure, and subsequent patient follow-up [12]. 

 

Effective TAVI planning hinges on meticulous assessment of morphological and 

histological aspects of the cardiac system, supplemented by relevant clinical data. 



 

 

Imaging techniques such as magnetic resonance imaging (MRI) and computed 

tomography (CT) play a crucial role in this process [8,13].  

 

This work is part of the "Center for Responsible AI – Next Generation AI" (CRAI) 

project, which aims to develop the next generation of responsible AI products. 

 

Workplan Tasks: 

 

Task 1) State-of-the-art review: 

In this task, the current methods for estimating the reliability of outputs provided by 

machine learning methods and medical image processing and types of injuries and their 

respective characteristics in these types of images will be explored. It should be noted 

that even though a preliminary review has already been conducted in the context of this 

proposal, we remain attentive to any recent developments or advancements that may be 

relevant to our objectives. 

 

Task 2) Work with TAIV image database: 

In this task, pre-processing and extraction of a set of features that best characterize the 

TAIV images will be conducted as well as the construction of an AI model to assess 

reliability based on the features obtained. On the other hand, an AI model based on deep 

learning using the images itself as input, without the need of extracting features, will be 

studied. To assess reliability, methods based on the density principle will verify if the new 

image resembles images used in training and methods based on the model fit principle 

will compare the system output with the output for similar images. 

 

Task 3) Development of a reliability assessment method for medical images in 

general: 

Develop reliability assessment methods to complement the classification (diagnosis) 

using AI tools, based on medical images. 
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Project Thesis Synopsis 

Microservices have become a popular architectural style for developing large-

scale software applications [1]. This approach involves dividing an application into a set 

of loosely coupled services, each responsible for specific business functionalities. The 

benefits of this approach include scalability, flexibility, and resilience, which enable 

organizations to develop and deploy complex systems more effectively. Although REST 

APIs are not synonymous with microservices architectures, they often play a crucial role 

within them [1,2]. The services that can be deployed independently communicate with 

each other through APIs. RESTful principles are often used to define these interfaces 

because of their simplicity and scalability. 

Ensuring the robustness of microservices-based applications is crucial to 

maintaining consistency with their specifications [2,3]. Robust systems can operate 

effectively under diverse conditions, including invalid inputs, stressful environments, and 

potential failures within the distributed architecture [4,5]. However, assessing the 

robustness of microservices presents unique challenges, particularly due to the lack of 

standardized interface descriptions and the varied handling of inputs across services [6]. 

Additionally, the inclusion of middleware layers further complicates robustness 

evaluations, contributing to limited research in this domain. 

In the context of testing RESTful web services, several tools have been developed. 

The method typically involves two primary phases: test specification and test case 

generation and is specification-based [7]. The process begins by parsing the specification 

file, followed by generating a workload with valid requests that comply with the REST 

service specification. After sending valid requests to the service, faults are injected to 

create invalid requests, which are then sent to the service again. REST specifications are 

often documented using open formats such as OpenAPI/Swagger [8], which detail 



endpoints, request/response formats and parameters. This approach can be adopted for 

testing microservices environments by generating test cases from the system's inner API 

specifications using automatic techniques developed for RESTful web services. 

Several tools have been designed for testing REST APIs, being some of them 

identified in this section. bBOXRT [9] focuses on robustness assessment by injecting 

faults into requests to trigger errors and test service robustness. RESTler [10] is a Python-

based stateful fuzzer for REST APIs, analyzing OpenAPI specifications to generate and 

execute tests aimed at uncovering security vulnerabilities. RESTTESTGEN [11] 

automatically generates test cases for REST APIs using API Swagger specifications, with 

an added Operation Dependency Graph to prioritize testing based on data dependencies 

between operations. RESTCT [12] uses Combinatorial Testing to systematically test 

RESTful APIs, involving phases for operation sequence generation and input-parameter 

value rendering. MacroHive [13] provides a complete framework for automated 

functional and robustness testing of microservice architectures, unlike the tools 

mentioned previously that focus solely on RESTful APIs. It includes features such as test 

case generation, execution, and monitoring, as well as causal reasoning-based inference 

to identify the root causes of failures in microservice chains. MacroHive is distinguished 

by its ability to provide insight into internal coverage and failures, providing a holistic 

approach to testing and improving the reliability of microservices-based systems. 

Techniques such as Genetic Algorithms have been applied in other tools to 

automatically optimize test case generation [14-16]. One notable example of tool is 

EvoMaster [14,15], which focuses on automated testing of RESTful Web Services. 

EvoMaster incorporates heuristics to enhance code coverage, employing random testing 

coupled with an Evolutionary Algorithm to iteratively refine randomly generated test 

cases. Its primary goal is to maximize both code coverage and the detection of error status 

code responses from the service under test, thereby maximizing HTTP response code 

coverage. 

In addition to Evolutionary Algorithms, innovative approaches to automated 

software testing have emerged, such as the use of Generative Adversial Networks (GANs) 

[17] and the tool RestSpecIT [18], leveraging generative AI (GAI) techniques. GANs can 

generate synthetic data for test cases, potentially diversifying the input space and 

uncovering edge cases that traditional testing may miss. Meanwhile, RestSpecIT 

introduces a method that utilizes GPT (Generative Pre-trained Transformer) models to 

automatically generate REST API specifications. By leveraging the language generation 

capabilities of GPT, RestSpecIT accelerates the documentation process and ensures 

consistency in API specifications, thereby enhancing the testing and development 

workflow for RESTful services. 

The remarks of the authors from the state-of-the-art tools [9,13,17-23] highlight 

the promising ambition to automate the analysis of service behavior and the 

categorization of robustness problems. The emergent AI techniques represent a promising 

way to fill this gap. The GANs based tool and RestSpecIT tools exemplify this potential 

by using GANs and GPT models, respectively, for automated test generation and API 

specification. These tools demonstrate the transformative impact of generative AI in 

diversifying test scenarios and facilitating the documentation process, thereby improving 



the robustness assessment of software systems. The integration of machine learning 

algorithms and generative AI holds great promise for advancing the automation and 

accuracy of robustness assessment methodologies. 

This PhD aims to advance the state of the art in software engineering by designing 

novel approaches to assess the robustness of microservices architectures by taking 

advantage of the capabilities of Generative AI to advance the state of the art. 

The Research Questions (RQ) that arise in this context are the following: 

RQ1:  How can Generative AI be integrated into the assessment of microservices 

robustness? 

RQ2: How to automate the analysis of service behavior and categorize robustness 

problems making use of AI/ML techniques? 

RQ3: How can Generative AI be leveraged to identify and correct robustness 

problems in microservices architectures? 

RQ4: How GAI can be used to correct and produce better service descriptions and 

specifications? 

The Technical Objectives (TO) are the following: 

TO1: Explore methodologies for effectively integrating Generative AI techniques 

into the assessment of microservices robustness. This includes the development of 

algorithms and frameworks capable of automating the analysis and the categorization of 

robustness issues. 

TO2: Develop and implement automated analysis techniques using AI/ML 

algorithms to identify and categorise robustness problems in microservices. The focus is 

on developing algorithms and tools that can autonomously analyse service behaviour, 

detect robustness issues and categorise them. 

TO3: Explore the use of generative AI methods to identify and solve robustness 

problems within microservices architectures. This involves developing algorithms that 

can automatically identify areas of concern, propose corrective actions, and validate the 

effectiveness of these corrections in improving system robustness. 

TO4: Use the capabilities of Generative AI to automatically identify and explore 

undocumented paths and parameters within OpenAPI specifications, improving the 

accuracy and coverage of automated testing for microservices architectures. 

The potential contributions to advance the state of art of this PhD include: 

 i. Proposal and development of robustness assessment frameworks that will 

provide resources for identifying and addressing robustness issues in their architectures. 

ii. Enable the autonomous detection and categorization of robustness problems in 

microservices architectures.  

iii. Generative AI methods can be used to identify and resolve robustness issues 

in microservices architectures, providing valuable insights into software correction 

strategies to improve robustness.   



 iv. The development of techniques for generating and enhancing service 

documentation, will contribute to the creation of more accurate and comprehensive 

documentation for microservices-based systems. 

 v. As an outcome, the creation of a potential web tool that embodies the developed 

methodologies and automated analysis techniques. This tool could provide a user-friendly 

interface for performing robustness assessments of microservices architectures. 
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Abstract 

The social sector plays a prominent role in the political, cultural, and social dimensions of 

society [1]. It comprises diverse organizations, such as foundations, religious institutions, or 

associations [2]. In Portugal [3] and Angola [4], where this research takes place, the social sector 

represents 9 % and 5.4 %, respectively, of the total number of organizations. Digital 

transformation (DT) is now on the agenda of the social sector, but the challenges are also 

significant [5]. For example, there is a lack of information systems (IS) and information 

technologies (IT) infrastructure capable of supporting organizations to serve communities better 

[6–8]. Many social problems have increased in intensity and complexity, calling for more 

technology-based solutions [8]. 

Free Libre Open Source Software (FLOSS) is becoming the backbone of digital transformation 

[3]. Open source adoption increased by 95% worldwide in 2024 [9] and presents essential 

characteristics for new developments: (1) provides community-based development, (2) 

supports organizational strategy, (3) has extensive support in forums, blogs, and community 

integration platforms, and (4) ensures the four freedoms: execute, study, modify and redistribute 

the source code [10]. However, some studies also point to difficulties in FLOSS adoption, 

including the development process’s quality, subsequent testing processes, security policies, or 

compliance with regulations [10]. 

Maturity models (MM) have emerged as one of the most effective tools for establishing a digital 

transformation strategy in organizations [10]. These models describe the characteristics of 

effective processes, enabling better positioning of the organization through diagnoses and 

facilitating the discovery of better solutions for changes [11]. Moreover, MM aim to continually 

improve the performance of information technology to ensure value delivery to organizations 

and their stakeholders [11]. 

Many MM are available for software development, such as the popular Capability Maturity 

Model Integration (CMMI) [11]. There are also models specifically created for FLOSS, such as 

the Financial Open Source Maturity Model [12] and Open Business Readiness Rating



 

(OpenBRR) [13]. These models provide diagnoses for functional and non-functional 

requirements in different software dimensions. Other examples include (1) the FLOSS 

(Moodbile) project risk management model, combining information in a big data-based 

analytical platform with automated scripts to capture, filter, analyze, and systematically build 

theories about FLOSS community behaviors and possible organizational risks in their adoption 

[14] and (2) an analysis on the viability of migrating to FLOSS as an economic strategy for 

public administration digitalization in municipalities [15]. However, the models’ application 

depends on the use case (e.g., development, security), and there are currently no maturity 

models that can support FLOSS adoption in the social sector. Therefore, the main research 

objective addressed in this thesis proposal is to develop a FLOSS maturity model tailored for 

the social sector. Despite the increasing digitization of society, social sector organizations often 

lag in harnessing the transformative potential of FLOSS, resulting in missed opportunities for 

efficiency, collaboration, and impact [16]. This research endeavors to address this gap by 

developing a structured framework to assess, guide, and enhance FLOSS adoption within social 

sector entities. 

Design Science Research (DSR) is the selected research approach, an iterative process that 

includes six main steps: (1) problem identification and motivation, (2) definition of the 

objectives for a solution, (3) design and development, (4) demonstration, (5) evaluation, and 

(6) communication [17,18]. The integration of Portugal and Angola's social sector entities as 

real context will contribute to the transferability of results, with three DSR phases planned: (1) 

literature review about challenges in FLOSS adoption, diagnosis of FLOSS maturity and 

challenges of digital transformation in the social sector; (2) development of artefacts, and (3) 

artefacts deployment, evaluation, and evolution with necessary adjustments. 

The initial stage of the work provided the foundations to understand the problem and 

motivation, establish the objective to create a maturity model to assist social sector institutions 

and start the literature review focusing on three themes: (1) FLOSS for the social sector, (2) 

FLOSS MM, and (3) MM for the social sector. Drawing on interdisciplinary insights from fields 

such as information technology, organizational studies, and social entrepreneurship, the review 

identified critical dimensions to understanding and fostering FLOSS maturity [19] within social 

sector contexts. These dimensions encompass (1) organizational culture, (2) technical 

proficiency, (3) capacity building, (4) community engagement, and (5) sustainability. The 

insights gathered in the literature were shared with four institutions in Portugal (Santa Casa da 

Misericórdia de Coimbra and Fundação ADFP) and Angola (Ombala do Saber and Fome Zero



 

 Angola) that confirmed their interest in collaborating with the research. According to the 

managers of these institutions, a maturity model could guide their digital transformation with 

FLOSS (1) internally, improving their information system, and (2) externally, supporting their 

activities in the community using digital technologies, namely, healthcare, education, and 

cultural development. The second phase includes interviews with the participating entities to 

understand the organization's behaviours, specific requirements, opportunities, and challenges 

faced by each one to develop the artefacts. The third phase will be concluded considering the 

information from the interviews carried out in each institution. 

Overall, this research contributes to advancing our understanding and practical application of 

FLOSS within the social sector, offering a tailored framework to empower social sector 

organizations with the tools and knowledge necessary to navigate the digital landscape 

effectively by bridging the technological gap and fostering digital empowerment. The proposed 

FLOSS maturity model holds promise as a catalyst for positive change and innovation within 

the social sector ecosystem. 

Keyword: FLOSS, Open Source, Maturity Model, Social Sector. 
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Project Thesis Summary

In the context of Music Information Retrieval (MIR), Music Emotion Recognition (MER) aims

to correlate music with human emotions, gaining popularity and importance, for instance, in

music streaming services for organizing collections based on user feelings. This thesis aims to

explore various approaches for emotion classification by analyzing lyrics and audio in a bimodal

fashion, aligning lyric text with the corresponding audio segments, and also analyzing the song

lyrics part in isolation.

This work aims to deal with two types of lyrics classification problems: detection of the

predominant emotion in the sample (e.g., complete lyrics) (Static Music Emotion Detection)

and detection of emotion throughout the sample (e.g., lyric segments) (Music Emotion Variation

Detection). The various classification techniques are machine learning (e.g., identification and

implementation of novel features with emotional context that can contribute to the state of

the art), deep learning, and large language models (LLM) that allow the creation of more

effective models. Other techniques to use are natural language processing (e.g., for keyword-

based approach) and techniques based on graph neural networks to better interpret the created

models by capturing the semantic meanings of the text present on the samples to detect the

emotion conveyed.

This thesis falls within the scope of the scientific project MERGE1 (Music Emotion Recog-

nition – Next Generation), which is integrated into CISUC Cognitive and Media Systems Lab,

and (besides the new proposed machine learning / deep learning architectures) one of the main

contributions from that project is the release of a new emotionally relevant dataset which con-

tains important emotional features that will be used in this thesis both for lyrics and audio

experiments in a bimodal analysis [1].

As demonstrated in [1], the use of bimodal analysis in the MER process (lyrics and audio)

revealed an important enhancement when compared just to each dimension separately.

Some methods presented in the literature, as in [2] and [3], have made use of lexicons such

as ANEW [4], WordNet and open-source software such as Synesketch frameworks and classical
1https://www.cisuc.uc.pt/en/projects/MERGE
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machine learning (Support Vector Machines, Trees, Random Forest, etc.) to perform emotion

recognition in English text for different sources such as online communication platforms like chat,

social media comments, and tweets. This is an open opportunity to explore hybrid approaches

using knowledge-based graphs to help with music emotion recognition in lyrics.

For example, the proposed algorithm presented in Synesketch frameworks categorizes sen-

tences into emotional types such as happiness, sadness, anger, fear, disgust, and surprise, as-

signing numerical weights to each category to determine the dominant emotional type and

overall emotional valence of a sentence. That approach combines keyword-spotting and rule-

based methods, utilizing both human judgment and WordNet, the previously mentioned lexical

database. Emoticons and informal language are also considered. The Synesketch software

framework, which implements this approach, is highlighted as a significant contribution due to

its availability as a free open-source library.

Evaluation studies of that recognition algorithm work have shown promising results, with

high classification accuracy and emphasis on the importance of emoticon lexicons. Some other

points discussed in the Synesketch paper involve the related work in affective computing, includ-

ing keyword-spotting, statistical approaches, and rule-based methods. While various techniques

have been explored, none have achieved perfect accuracy at that point.

Then, these problems of performance and low accuracy perhaps occur due to the scarcity

of emotionally annotated datasets (that follows the Russel Circumplex paradigm as in [5]) or

even the lack of a unified dataset that serves as a general benchmark, the traditional Machine

Learning (ML) approaches faced a glass ceiling in improving the results in state of the art using

this kind of techniques. In this thesis, one main goal is to break that glass ceiling by identifying

new features with strong context, stylistic and semantic relevance.

As stated in [6], [1], and [7], a possible way to improve the results either using classical ma-

chine learning (e.g. SVM with traditional features like Bag of Words, Part-of-Speech Tags, Term

Frequency-Inverse Document Frequency, etc.) and NLP or hybrid approaches (e.g. Keyword-

based plus Learning-based methods) is to complement the state-of-the-art with novel stylistic

features (e.g. StyBF), structural features (e.g. StruBF) and semantic features (e.g. SemBF).

Indeed, in the year 2023, some authors, as in [8], claim that it’s enough to fine-tune

transformers-based models (like BERT) for emotion recognition in conversations (another re-

lated task known as Emotion Recognition in Conversation, ERC). They first produced context-

independent features via fine-tuning pretrained language models (PLMs) and after having cre-

ated a new BERT-ERC model by combining it with an adapted version of the mentioned PLM.

Other related works cited in [38] include models like DialogRNN, DialogGCN, EmoBERTa,
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TINYBERT, DistilBERT, and RoBERTa among their evaluations. Some of the commonalities

between the ERC task and the MER task involve the detection of emotion in text, and these

kinds of works will also be explored to analyze their impact on the MER task.

The idea of bringing Graph Neural Networks as a possibility to achieve the goals of this thesis

is because a Tree Data Structure is, in fact, a Graph and has some interpretability characteristics

and power to synthesize reasoning capacities through the extraction of syntactic and semantics

relationships between words that are not explicitly in other deep learning methods besides the

possibility to combine it with LLMs. In [9], [10] and [11], they give some light on these subjects.

Traditional Long Short-Term Memory (LSTM) networks have limitations in capturing hierar-

chical structures in sentences, which are crucial for understanding context. In [11], for example,

the authors propose a novel architecture to enhance semantic representations in natural language

processing tasks by introducing the Tree-LSTMs, a generalization of LSTM networks to tree-

structured network topologies, to better capture hierarchical structures in natural language.

Unlike traditional LSTM networks, which operate on linear sequences, Tree-LSTMs compose

their hidden states from an input vector and the hidden states of arbitrarily many child units.

This architecture allows Tree-LSTMs to effectively model syntactic relationships between words

in a sentence.

The authors in [11] compare Tree-LSTMs against sequential LSTM models on two tasks:

predicting the semantic relatedness of sentence pairs and sentiment classification of sentences.

Through empirical evaluations, they demonstrate that Tree-LSTMs outperform existing sys-

tems and sequential LSTM baselines on both tasks. The paper highlights the importance of

considering syntactic structure in sentence representations and provides implementations of the

proposed models and experiments for further exploration. Additionally, the paper explores dif-

ferent tree construction strategies and demonstrates the effectiveness of incorporating syntactic

information into LSTM models. Overall, the proposed Tree-Structured LSTM networks offer

improved semantic representations by effectively capturing hierarchical structures in sentences,

leading to enhanced performance in natural language processing tasks.

More information on using LLMs together to learn on Graphs can be found in [9], a recent

paper of the year 2024, as well as in complementary papers from [35],[36],[37],[38],[10],[11] and

[39].

Then, this thesis aims to address the challenges in analyzing emotions in lyrics by combining

some linguistic features with word lexicons (using WordNet), Natural Language Processing,

Large Language Models, Graph Neural Networks, and Deep Learning methods in general but

also considering emotional concepts analyzed through a qualitative study (folowing [14] and [13])
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conducted on the last year (2023) by the author of this thesis that highlights the performance of

the Large Language Models (LLMs) based systems (as ChatGPT of the OpenAI company [28])

in emotion classification tasks in comparison with humans perception of emotions conveyed in a

set of four song lyrics. There was evidence of LLMs’ capacity to process text informal language

to detect emotions. The qualitative study (based on the Phenomenological Approach shown

in [13]) summarizes the results of 22 human participants and 1 AI Chatbot [28] with a list of

emoticons (as in [40]) that represent each group of emotions according to Russel Circumplex

[5].
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Abstract 

 The influence of Artificial Intelligence (AI) in our daily lives keeps growing and 

shows no signs of stopping. While many incredible advancements have been made, 

the gap between the power of these approaches and their understandability has 

kept widening, giving rise to the field of Explainable AI (XAI). Furthermore, the 

importance of other factors besides explainability in order to receive trust from 

users is a growing concern. Moreover, the lack of concern with the end user who 

receives the explanations is something that only more recently has started to be 

addressed by researchers. One of the paradigms for tackling some of these 

concerns is the use of interactive explanations, which allow for a grounding 

process between the user and the machine. In our work, we propose incorporating 

these interactive explanations into Reinforcement Learning from Human 

Feedback (RLHF) to achieve a greater bidirectionality, potentially increasing 

human trust while giving the human a greater sense of control. We also want to 

explore the synergy between quantum computing and explainability, due to the 

former’s gradually increasing importance for society. 

 

Introduction 

Artificial Intelligence (AI) has become increasingly essential for the functioning 

of society, contributing to multiple areas, including autonomous driving, medicine, and 

language translation [1]. The advent of tools such as ChatGPT has only further cemented 

just how important AI truly is, since it sees widespread use not only among experts, but 

also by the average person. What has contributed greatly towards this success has been 

the rapid growth of Machine Learning (ML). One of the three branches of ML, 

Reinforcement Learning (RL), considers the scenario in which an agent learns through 

trial and error by interacting with an environment [2]. The agent improves its behavior by 

exploring the actions it can take, noticing the rewards it receives, and by exploiting the 

knowledge it acquires over time. Within the scope of RL, there are now even models that 

can surpass humans in certain areas, with the game of Go being a pretty famous example 

[1]. Typically, the approaches that have had the most impressive results have leveraged 

Neural Networks (NNs) to their advantage, allowing them to process enormous quantities 



of information, and to make relations between aspects of the data that would by near 

impossible for a human to find.  

However, those same NNs that have catapulted AI’s potential are now leading 

users, corporations, and regulatory entities to question how those systems reach their 

conclusions; in other words, there are concerns regarding the understandability of these 

algorithms. These worries have led to an explosion of interest in the area of Explainable 

AI (XAI) [3], which attempts to improve transparency of AI programs so that users can 

reasonably comprehend how the algorithm is working, and how it is computing its outputs. 

Furthermore, this topic of explainability is only one of many extra requirements that have 

been raised by regulatory entities and companies [3]; notably, we must also address issues 

such as fairness, human agency, accountability, privacy, safety, and sustainability [4]. It 

is only by covering all of these seven key issues that we can create responsible and 

trustworthy AI applications that can be deployed in real-life scenarios.  

While much progress has occurred within the area of XAI, there have been some 

key limitations in this recent push towards explainability, which have been underscored 

in numerous articles. For instance, there has been a lack of consideration for the average 

user who lacks technical knowledge, with most of the literature simply focusing on 

explanations for AI experts [5-6]. Another issue frequently brought up is how multiple 

studies have concluded that even though their approaches increased how understandable 

their models were, the same was not true for user trust [6-7]. Since user trust requires not 

only transparency, but also the other six requirements mentioned previously [4], it is clear 

that a greater effort towards satisfying those other aspects is required. Moreover, several 

papers have argued that explanation is a social process that can also involve 

argumentation and should ultimately be delivered interactively by allowing users to 

further query the explanations and ask for more information [5-6, 8-11].  

 

Objectives and Research Questions 

In this PhD thesis, we aim to explore interactive explanations with a focus on the 

average user; additionally, we want to assess whether they can really improve 

trustworthiness. In order to achieve this, we will take advantage of concepts from the 

social sciences that have been proposed as relevant for the field of XAI. While there has 

been research in this direction we are highlighting, it is worth stressing that it has largely 

been very theoretical and conceptual until very recently. In the last few years, some 

practical approaches have emerged [12], but they are still the exception and tend to focus 

on classification tasks; as such, interactive explanations for RL are not as common. 

Therefore, we plan on studying how this interactive methodology can be applied to RL. 

More specifically, we want to verify potential synergies between interactivity in 

explanations and Reinforcement Learning from Human Feedback (RLHF) [13], in which 

humans can provide guidance to the agent through rewards, demonstrations, or other 

means.  

Lastly, we would like to explore quantum computing in the context of 

explainability. This is an area that has been expanding significantly lately and has the 



potential of impacting society at large; taking that into consideration, we want to do some 

research on its potential intersection with XAI. 

The following research questions will be addressed: 

1. Research Question 1: How can we make interactive explanations for 

RLHF? 

2. Research Question 2: What are the best methods to ensure a bidirectional 

interaction, such that users can query more information about the 

explanations given? 

3. Research Question 3: In what ways can an average user provide guidance 

to the agent so that its policy aligns with the human's thinking process and 

values? 

4. Research Question 4: Can interaction make human-centered RL more 

trustworthy? 

5. Research Question 5: What synergies can be found between interactive 

explanations and quantum computing? 

 

Literature Review 

Díaz-Rodríguez et al. [4] tackle the issues surrounding trustworthy AI from 

multiple angles. They cover the seven key requirements for achieving trust in AI: (1) 

human agency and oversight; (2) technical robustness and safety; (3) privacy and data 

governance; (4) transparency; (5) diversity, non-discrimination, and fairness; (6) societal 

and environmental wellbeing; (7) accountability. The authors underline the difference 

between trustworthy and responsible AI, with the latter also needing to comply with 

environmental concerns and other issues to become trustworthy. 

Weld and Bansal [8] mention the importance of allowing explanations to be 

interactive. They further elaborate on this topic by bringing up multiple ways in which 

these interactions can happen. It is also stressed that these do not need to happen in the 

context of a conversation, even if that is the most clear-cut scenario. In fact, they 

underscore a paper that proposed an interactive GUI. 

Sokol and Flach [9] identify key properties and challenges for interactive AI 

explanations. In the literature review section, they split related articles into 3 branches: 

papers that conceptualize theoretical frameworks for how humans and machines interact 

during explanations, papers that take advantage of user interfaces to allow the user to 

interact with the explanatory system, and papers related to interactive ML. They argue 

that the next step in interactive explanations is to try to bring ideas from these different 

branches together, creating explanations that can be interactively customized by the user.  

 

Conclusion 

In this extended abstract, we started by introducing the topics related to this thesis: 

the growing importance of AI and its impact on society; the need for understanding how 

the algorithms behind AI work; the multiple dimensions that go into achieving 



trustworthy AI; the noticeable gaps in XAI research that have been identified by multiple 

articles; the value of interactivity in order to achieve personalized explanations. From 

there, we outlined the objectives of our work and the related research questions, focusing 

on the exploration of interactive explanations in the context of RLHF. Finally, we 

provided a short literature review. 
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Abstract  

This 3.5-year research aims to develop intrusive thought biomarkers for precise diagnosis of 

Schizophrenia, targeting patterns of resting-state functional connectivity (RSFC). This project 

consists of three phases: hypothesis formulation through a comprehensive literature review, 

identification of independent spatial components using various ICA algorithms on resting-state 

fMRI-BOLD signals, and biomarker development using machine learning techniques. First year 

focuses on the identification of the gaps, data collection and preprocessing, as well as the 

extraction of components, and initiate thesis writing towards the end of the year. In 2nd year, 

we will analyze intrusive thought-linked Regions of Interest (mPFC, PCC, VPC), assessing 

correlations of RSFC patterns via statistical tests. 3rd year emphasizes robust detection of aberrant 

patterns combining self-supervised learning principles and immunity measures, leading to clinical 

translation. The main contributions expected include elucidating underlying neural mechanisms 

and transforming findings into clinical trials, ultimately improving diagnosis and patient care and 

treatment cost reduction. 

Keywords: Intrusive thoughts in schizophrenia, Precise diagnosis, Immunity measures, Self-

supervised learning, Resting-state fMRI, Functional connectivity dynamics 

 

 

I. State-of-the-art 

WHO revealed that schizophrenia, characterized by disabling cognitive impairments [2], affects 

approximately 24 million people worldwide [1]. Despite unclear etiology [8], Hippocampal GABA 

[4] has shown to suppress intrusive thoughts (IT) in this disorder [5-6]. However, significant 

deficits in suppression-induced forgetting [4], impaired distraction resistance, and altered resting-

state brain activity, possibly involving disrupted inhibition drives these symptoms [28], worsening 

distress and comorbidities like anxiety [3]. This highlights the importance of early and precise 

diagnosis, given its heterogeneous nature. 

Abnormally elevated resting blood oxygen-level-dependent (BOLD) activity is common in 

schizophrenia, with potentially varying neural correlations across individuals [6], making it 

difficult to establish a standardized diagnosis plan for all. While machine learning aid in diagnosis 

[8][11][12], research on distinguishing potential IT patterns is still lacking. Unwanted thoughts 

can be subjective and difficult to measure objectively [5], making it challenging to create 

accurately labeled data for training. Fedorov et al. [14] propose a self-supervised multimodal 

learning framework that can extract representations from neuroimaging data without requiring 

labeled data, promising in predicting disorders across various Alzheimer’s phenotypes, suggesting 

its applicability to the present study. Their method excels in classification and interpretability 

but faces challenges in multimodal integration, and late fusion risks multicollinearity and 

overfitting with limited labeled data. However, the artificial immune system [18] can potentially 

leverage data augmentation technique to tackle this key challenge.  
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Resting-state fMRI measures synchronous brain regions, with BOLD signal fluctuations serving 

as an indicator of neural activity during rest [20], offering clinical benefits in schizophrenia where 

performing tasks might be difficult due to the cognitive impairments. While research primarily 

focuses on resting-state functional connectivity (RSFC) [23-26], some studies [15] [20-22] have 

explored rsfMRI features, like ALFF and ReHo, in supervised models for discriminative 

capabilities. In [13], authors exhibit consistent baseline activity across subjects at rest, significant 

temporal dynamics, and BOLD changes akin to task-related studies, making rsfMRI valuable for 

understanding IT. However, clinical studies do not typically measure participants’ ongoing 

thoughts during scan. As a result, linking spontaneous thoughts to connectivity patterns is 

challenging due to measurement limitations. Despite differences between rsfMRI-BOLD and RSFC, 

supervised models effectively predict symptom severity in schizophrenia [20]. 

Brain states impact thought patterns and mental health; mental conditions shape thought 

evolution [5]. For instance, rumination triggers fixation on self-referential topics, as shown by 

semantic network analysis. In [10] ventromedial prefrontal cortex (VPC) activation changes were 

found to be associated with self-generated unwanted thoughts, supporting findings from [9]. 

Identifying networks triggering IT in diverse individuals under various circumstances, however, 

remains uncertain. Furthermore, inter-hemispheric disconnection [27] differentiates 

schizophrenia from depression and may contribute to disturbances in functional networks 

connecting both hemispheres, including the DMN and salience network, offering significant 

insights into schizophrenia's neural basis [5][7][10][12]. IT are linked with increased activation 

in DMN regions, such as particular prefrontal cortex [5], medial prefrontal cortex, and posterior 

cingulate cortex [19].  Examining functional connectivity alterations in these three key regions 

in addition to VPC offers a promising approach to uncover the aberrant neural mechanisms 

underlying IT.  

 

II. Objectives 

We plan to achieve the following goals by developing our diagnostic pipeline. 

• Functional Connectivity: 

1. What specific functional connectivity patterns distinguish patients who experience 

frequent intrusive thoughts from those who do not? 

2. What is the magnitude of change in these patterns during intrusive thought episodes 

compared to baseline states? 
 

• Brain Activity Patterns: 

1. How effectively can resting-state fMRI measurements identify distinct brain activity 

patterns associated with intrusive thought onset or intensity relying on task-based fMRI? 

2. What distinctions are there in functional connectivity of the DMN, particularly mPFC, PCC, 

VPC, between individuals experiencing intrusive thoughts and those who do not, even 

without performing specific tasks designed to evoke these symptoms? 
 

• Learning Model: 
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We will integrate features derived from rsfMRI-BOLD signals, RSFC/ICA-derived data, and 

time course-derived summary measures, as inputs for an AIS model. Indeed, the AIS treats 

these features as self-samples to generate and clone efficient detectors that distinguish 

deviations from normal patterns. Therefore, we need to address the following:  
 

1. What is the potential efficacy of this integration in identifying abnormalities using the 

specified features as inputs? 

2. How can we ensure that the discovered biomarkers accurately predict the onset and 

severity of intrusive thoughts? 
 

To answer these questions, we will assess the performance of the AIS model in detecting 

deviations and the predictive power of the identified biomarkers for intrusive thoughts. 

This will involve evaluating the overall model's robustness including accuracy, sensitivity, 

and specificity, as well as validating the biomarkers in a larger, independent sample to 

confirm their generalizability, reliability, and reproducibility. Considering the scarcity of 

public datasets and the dynamic nature of immunity measures, we must ensure these 

metrics are met through the proposed approach (data augmentation, self-supervised 

learning, and dimensionally reduction).  
 

3. How does the proposed diagnostic pipeline have the potential to transform clinical trials? 
 
 
 

III. Detailed description 

Variations in intrusive thoughts among individuals may result from abnormally elevated BOLD 

activity during rest [6], which can hinder effective measurement in clinical studies due to 

spontaneous thought alterations and observed changes in functional network connectivity (FNC) 

patterns. What is still ambiguity for scientists is to understand which of these networks activates 

intrusive thoughts in different people and under what conditions. There are evidences [9-10][19] 

show that increased activation in regions mPFC, PCC, and VPC might contribute to the onset of 

these symptoms.  Individuals spend 30-50% of their waking life thinking about unrelated matters. 

Laboratory experiments have limited ecological validity in capturing unwanted thoughts' real-life 

complexity. Studying functional connectivity patterns in brain regions may help distinguish 

individuals experiencing these thoughts from those who do not, improving understanding of 

these symptoms. Resting-state fMRI-BOLD contrast and RSFC are related concepts, but the first 

is a measurement technique in response to spontaneous neural activity when a person is not 

engaged in a specific task, and the other is the focus on analysis of the synchronization of brain 

activity between different brain regions during rest. While supervised learning models using 

RSFC have shown promising results for classifying or predicting symptom severity in a variety 

of psychiatric disorders, including schizophrenia [20], we aim to harness the benefits of both 

methods in two distinct stages of research plan by employing a hybrid approach. Therefore, our 

contributions involve the following steps: 
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1. Hypothesis formulation and initiate decoding: 
 

The first year, commencing in September 2024, will focus on conducting an ongoing 

literature review to identify knowledge gaps and formulate the hypothesis. Additionally, 

data-driven analysis will be initiated, including preprocessing rsfMRI data using Statistical 

Parametric Mapping (SPM) and decomposing spatially independent components utilizing 

Independent Component Analysis (ICA) with the Group ICA of fMRI Toolbox (GIFT) in 

MATLAB. We will continue to collect data, including schizophrenia and healthy controls, 

from public repositories, such as COBRE [17] and MGH-USC Human Connectome [29] and 

preprocess them to remove artifacts and prepare it for further analysis. We will apply 

multiple ICA algorithms, including blind and constrained, to see whichever gives better 

performance, and ensure reliability of the results employing techniques like ground truth, 

cross-validation, and qualitative assessments. NeuroMark [7], a framework applying Group 

ICA, identifies brain network abnormalities in Schizophrenia preserving variability and 

comparability. Idiotypic fMRI models better predict self-relevant thought valence than 

group analysis. 
  

2. RSFC analysis: 
 

We will start the second year examining the specific Region of Interest (ROI) including 

mPFC, PCC, and VPC, along with other underlaying regions identified from the ICA 

components, showing significant differences between subjects. This stage will require 

empirically investigations by the supervision team. Then, the functional connectivity 

between these regions will be calculated using rsfMRI data, and the statistical analysis 

(e.g., t-test, ANOVA, etc.) will be applied to identify the significance differences between 

pair connectivity measurements.  
 

Next, the correlation analysis in BOLD signal fluctuations between ROIs, reflecting the 

extent to which their activity is synchronized or coordinated over time, will be conducted 

to identify connectivity patterns that might be alerted. Finally, we will examine the 

relationship between the altered RSFC patterns and clinical measures, such as the severity 

and frequency of intrusive thoughts. We will respond to our initial questions to 

understand the nature and the change rate of these patterns during episodes of intrusive 

thoughts.  
 

3. Feature extraction, Train and validate the AIS model: 
 

Feature vectors comprising features from the correlation of components and RSFC patters, 

the time courses summary measures, and clinical measures, will be aggregated to form a 

rich dataset that, after k-fold cross validation, can be imposed into the AIS model for 

training.  
 

• The proposed strategy for learning:  
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Ji et al. [12] developed an immune-inspired algorithm called AIAEC, outperforming 

existing methods in inferring brain connectivity from fMRI data, promising for effective 

connectivity detection and suggesting the applicability for the present study. The final 

year will focus on developing AIS model. We intend to use a type of AIS known as the 

Real-valued Negative Selection Algorithm (RNSA), which was proposed in our previous 

work [18], for the generation of discriminatory antibodies (detectors). RNSA will leverage 

data augmentation technique to create synthetic variations of healthy brain activity 

patterns to tackle the challenge of unlabeled fMRI data. Here is the contribution made by 

RNSA:  
 

Self vs. non-self: The RNSA effectively identifies abnormal patterns by learning “healthy” 

patterns from aggregated feature vectors of a control group and detecting deviations, 

potentially associated with intrusive thoughts. 
 

Antibody design: Randomly generated detectors represent healthy patterns derived from 

aggregated feature vectors of healthy controls (healthy self-samples). 
 

Self-training: Detectors matched with healthy self-samples are retained as “self” while 

those detecting outliers are discarded, establishing a normal pattern boundary. 
 

Anomaly detection: Detectors identifying deviations from healthy boundaries could 

indicate potential biomarkers. 
 

Memory Mechanism for Mature Detectors: Maintaining a dynamic pool of mature, non-

self-detectors are effective in identifying healthy self-samples across training rounds. The 

pool serves as a reliable classifier resource for future analyses once detectors meet 

maturity criteria. 
 

Our recent study [16] applied blind and constrained ICA on rsfMRI signals obtained from 

COBRE [17], identified highly correlated ICs, and sorted them using rsfMRI features 

(fALFF, Dynamic Rage) and time course summary measures. Feature vectors trained an 

AIS model, outperforming Decision Tree and Random Forest in predicting schizophrenia, 

despite the need for further optimization of hyperparameters, such as antibody pool and 

radiuses. Our promising results open the door for effectively applying immune-inspired 

techniques to predict based on clinical data. We will utilize self-supervised learning [14] 

benefits combined with the immunity measures in further plan. This combination due to 

the data augmentation ability of the RSNA model applying dimensionally reduction, 

Principal Component Analysis, can contribute to efficiently ensuring the model 

generalizability, while the statistical analysis ensures reproducibility.  
 

34th month onwards will focus on transforming developed AI model into clinical trials. 

For this purpose, we will need to locate in a clinic in Coimbra for a limited time. 
 



 

  Year1 Year2 Year3 Year4 

  Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb 

Task Description 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 

Formulating hypothesis 

(comprehensive literature 

review to identify the 

knowledge gaps); 

Initializing decoding 

resting-state fMRI-

BOLD signal                                                                                     

Decoding (the 

identification of 

independent spatial 

components using ICA; 

Resting-state functional 

Connectivity analysis; 

Analyzing intrusive 

thought-linked Regions 

of Interest); Correlation 

analysis; Statistical 

tests                                                                                     

Feature extraction 
                                                                                    

Biomarker 

development using 

machine learning based 

on immune measures and 

self-supervised learning 

principles; Ensuring 

robustness of the 

developed model                                                                                     

Clinical translation and 

application                                                                                     

Thesis writing and 

dissemination                                                                                     
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Title:  

"Relational Analysis of Monitoring: Time and Load on Microservices" 

 

Abstract  

Microservices represent an innovation in software development architecture, 
grounded in interconnected small services. Each service performs specific tasks 
autonomously and independently. One of the main advantages of this approach lies in 
its flexibility. Services are developed in various programming languages and 
technologies. Only specific parts of the application are scaled as needed, without the 
obligation to expand the entire system.  

Communication between microservices is ensured through APIs (Application 
Programming Interfaces), which facilitate interaction efficiently and reliably, allowing 
development teams to ensure the operational continuity of the system, even in scenarios 
of failures in one or more services, through abstraction layers that enable changes in a 
service without directly affecting others, as long as the API interface remains 
unchanged, significantly contributing to the stability of the system as a whole. This 
strategy, combined with ease of maintenance and continuous adaptation to increasingly 
complex software systems, drives the growing popularity of this architecture, being 
essential to keep up with evolving needs in software development. 

However, it is essential to recognize and overcome the challenges inherent in 
decomposing applications into various services, not only in terms of scalability and 
flexibility but also regarding system security and maintenance. Finding effective 
solutions to prevent and resolve vulnerabilities is essential given the operational 
complexity and areas susceptible to potential attacks. Identifying the most suitable tools 
is crucial to ensuring successful and sustainable implementation. 

The increase in workload in each service has been one of the greatest challenges 
in managing microservices, as it can affect response times and compromise the overall 
performance quality of the system, directly impacting users. Therefore, continuous 
analysis of the relationship between each service's workload and corresponding 
response times is crucial. It is also important to apply appropriate tools and strategies to 
prevent and/or mitigate latency issues and avoid excessive resource consumption 
through prevention, timely detection, and alerts for imminent failures, congestion, 
and/or performance decreases. It is essential to advance comprehensive monitoring 
practices, such as log analysis, real-time metrics, key metrics, and load testing to 
distribute the load evenly among different microservices. These measures allow for 
faster and preventive interventions that will ensure system stability and efficiency, even 
during periods of high activity and workload variations.  

This monitoring not only contributes to maintaining the good operation of services but 
also promotes the development of best practices in microservices management, ensuring 



the current and future effectiveness of services. Constant and proactive surveillance is 
essential to ensure that microservices operate efficiently and resiliently, especially in 
environments with high activity and workload variations. The adoption of scalability 
strategies and load distribution is crucial to deal with sudden activity peaks, ensuring 
the availability and performance of services even during periods of high traffic. 

The present thesis sought to assert the relevance of monitoring in an existing 
microservices application, with a special focus on analyzing the behavior of services 
regarding the distribution of supported loads and their repercussions on response times, 
as overloaded services often fail to respond promptly to requests, resulting from failures 
and congestion that affect the system's performance quality. Conversely, scenarios 
where services present low loads also received special attention due to the 
underutilization of resources and underuse of capacities and application costs that may 
arise. 

 The Publicitaki application, developed under the Master's Program in Computer 
Engineering, addresses the scarcity of microservices applications for scientific purposes 
in the market, as well as the unsatisfactory expectations of existing applications. It is an 
e-commerce website application composed of three distinct systems: Publicitaki, 
responsible for promoting store articles; the Store, intended for the sale of these articles; 
and the Bank, responsible for banking transactions. It stands out for integrating a variety 
of technologies and communication protocols, offering scalability and options for local 
or cloud implementation, and including load testing. 

The application reveals deficiencies in some microservices due to monitoring 
restricted to inadequate and unsatisfactory tests, which hindered the implementation of 
effective solutions and resulted in gaps due to an inadequate relationship between 
microservice load and response times. A superficial analysis showed that resource-
intensive microservices, such as Publicitaki's frontend and Store's frontend, face 
instability and prolonged response times due to excessive load. Therefore, continuous, 
comprehensive, and proactive monitoring with good monitoring practices is imperative. 

 The decision to start monitoring this application arises from the opportunity to 
complement it during the doctoral thesis, aiming to study the existing problem and find 
mechanisms to deduce the load of microservices through punctual observations of their 
functioning, aspects that were not adequately explored during their development. This 
will result in an understanding of the necessary replication and the corresponding 
challenge of optimizing resource utilization. 

Considering the complexity and management opportunities present in the 
microservices environment, Publicitaki presents the ideal conditions to play the 
proposed role in the doctoral thesis. It will be possible to ensure comprehensive and 
effective data production, providing essential monitoring resources to identify which 
services are most overloaded and how this overload affects response times.  



The provision of accurate and real-time metrics will certainly be an asset for 
researchers in identifying bottlenecks and overloads in microservices, enabling faster 
and more effective interventions that will ensure system stability and reliability in any 
circumstances. Sharing the generated data with the scientific community will also allow 
more researchers to use it for study and validation of results, thus contributing to the 
advancement of research and the recognition of the work carried out. 
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Abstract. The continuous advancement of the Internet of Things (IoT)
brings forth significant security challenges, necessitating approaches to
ensure the integrity and confidentiality of interconnected devices. In this
context, it is essential to develop strategies that guarantee the protection
of transmitted data. Various solutions have been implemented to iden-
tify potential vulnerabilities, with dynamic analysis playing a key role
in enabling the detection of security gaps and vulnerabilities across di-
verse IoT environments such as smart homes, connected cities, industrial
sectors, and medical applications.
However, recent research has unveiled specific considerations for each
context, including challenges such as identifying complex vulnerabilities,
the need for continuous updates, and privacy concerns. Therefore, there
is a proposal to develop a methodology for dynamic analysis of IoT device
security in smart home environments, aiming to identify, analyze, and
mitigate security vulnerabilities listed in the OWASP (Open Web Ap-
plication Security Project) Top 10. This methodology will be validated
according to security standards established by specialized organizations,
taking into account the unique characteristics of the environment and
the diversity of IoT devices to ensure effectiveness and adaptability.

Security, Internet of Things, Smart home, Dynamic analysis

1 Introduction

The Internet of Things (IoT) represents a significant technological innovation
by connecting objects and devices to the Internet, enabling the collection and
integration of data on an unprecedented scale. According to a study by ISG
Provider Lens on the Internet of Things (IoT), it is estimated that by 2025 there
will be more than 27 billion connected devices [3]. However, this interconnectivity
brings with it a set of vulnerabilities that can be exploited by malicious actors,
as indicated by the Open Web Application Security Project (OWASP).

OWASP defines vulnerability as a flaw or weakness in a system, applica-
tion, or infrastructure that can be exploited by malicious individuals. Examples
of these vulnerabilities, particularly relevant to the IoT context, include the
lack of device management, which refers to the absence of security support on



deployed and running devices, and insecure default configurations, which encom-
pass devices or systems that are shipped with default settings that do not ensure
security, limiting the operators’ ability to modify settings [2].

Given the expanding landscape of the IoT, certain environments stand out,
such as smart homes, whose popularity has been growing exponentially. How-
ever, this growth also brings substantial concerns related to the security of these
environments. As revealed in Avast’s 2019 report on smart homes, approximately
40.8% of smart homes worldwide have at least one vulnerable connected device,
posing a risk to the entire security of the residence. Of these vulnerabilities,
31.8% are associated with unpatched software flaws, while 69.2% are attributed
to weak security credentials [1].

The purpose of this work is to propose a methodology for the dynamic analy-
sis of security in IoT devices within smart home environments, aiming to identify,
analyze, and mitigate security vulnerabilities listed in the OWASP Top 10.

2 Related Works

The research conducted by [10] offers an in-depth analysis of the security vulner-
abilities inherent in the MQTT protocol, widely used in IoT devices, outlining
potential exploits by attackers to gain unauthorized access and control over such
devices. It highlights, especially, the risk associated with the use of default or
easily guessable passwords, which increases the susceptibility of devices to unau-
thorized access.

In turn, the study described in [5] focuses on identifying and evaluating spe-
cific vulnerabilities of IoT devices, addressing issues such as weak passwords,
insecure firmware updates, and susceptibility to network attacks. The unique-
ness of the security challenges faced by these devices, stemming from their ar-
chitecture and communication methods, is emphasized, underscoring the need
for robust security measures.

Additionally, the study presented in [4] emphasizes that smart homes, by
adopting device interconnection technologies, may create openings for invasions
if not adequately protected. There is a shortage of studies specifically targeting
the identification of vulnerabilities in smart homes, highlighting the importance
of research in this context.

On the other hand, [6] proposes a comparison between their method and the
established CP-ABE (Ciphertext-Policy Attribute-Based Encryption) method,
demonstrating a significant reduction in the time required for encryption and de-
cryption processes. Meanwhile, [7] introduces an innovative diffusion framework
for IIoT protocols, showcasing improvements in vulnerability identification.

Despite the mentioned advances, IoT faces substantial security challenges
due to the heterogeneity and vulnerability of devices. Article [12] proposes a
hybrid model for network security but lacks specific management measures for
the numerous devices in the IoT. In turn, [9] presents a method for detecting
vulnerabilities in router firmware malware, while [11] introduces a tool for auto-
matically testing IoT devices for security weaknesses. However, both approaches



have limitations regarding comprehensive vulnerability detection and physical
device protection.

Finally, article [8] focuses on the security of the D-Link Mini HD Wi-Fi cam-
era, highlighting vulnerabilities that can expose user credentials and the lack of
certificate pinning in the TLS protocol as concerning issues. The study demon-
strates how easy it is to invade smart home security devices, indicating insecure
data transfer and insecure default configurations as vulnerabilities highlighted
by OWASP’s Top 10 for IoT. These findings reveal gaps in addressing OWASP’s
Top 10 vulnerabilities in the literature, emphasizing the need for effective solu-
tions to address all requirements for vulnerability validation.

3 Objectives

The general objective is to propose a methodology for the dynamic security
analysis of IoT devices in smart home environments, aiming to identify, analyze,
and mitigate security vulnerabilities listed in the OWASP Top 10. In particular,
the following specific objectives will be considered:

* Identify vulnerabilities based on the OWASP Top 10 in devices belonging to
the Smart Home domain using dynamic analysis techniques.

*Evaluate and compare dynamic analysis techniques that can be used to iden-
tify vulnerabilities in IoT systems.

* Propose a solution, based on dynamic analysis, to identify, analyze, and mit-
igate vulnerabilities related to the OWASP Top 10.

4 Methodology

The methodology adopted in this study aims to achieve three specific objectives
related to security in the context of smart homes, focusing on the identification,
assessment, and mitigation of vulnerabilities based on the OWASP Top 10. To
fulfill objective 1, the initial phase involves selecting a set of IoT devices be-
longing to the Smart Homes domain. The subsequent phase entails conducting
a systematic literature review to identify vulnerabilities associated with the se-
lected devices and comparing the vulnerabilities identified in the literature with
the OWASP Top 10 to determine which ones are aligned with this set of vulner-
abilities and can be verified through dynamic analysis techniques. Criteria for
criticality will also be established based on the profile and importance of vul-
nerable devices, assigning greater criticality to vulnerabilities that pose a higher
potential for damage to the smart home environment.

For specific objective 2, a variety of dynamic analysis techniques will be
selected for evaluation, considering their effectiveness and applicability to the
context of smart homes. Subsequently, tests will be conducted using the selected
techniques to determine their ability to detect the vulnerabilities identified in
specific objective 1. The performances of dynamic analysis techniques will also



be evaluated in terms of vulnerability detection and their ability to address as
many threats as possible in Smart Home environments.

To address objective 3, we will develop a dynamic analysis-based solution
capable of identifying, analyzing, and mitigating vulnerabilities related to the
OWASP Top 10 in smart homes. This solution will incorporate quality and
performance criteria to ensure its effectiveness, efficiency, and scalability. We
intend to validate the developed solution through practical tests in a simulated
Smart Home environment to verify its ability to comprehensively and effectively
identify and mitigate vulnerabilities. This comprehensive solution will enable a
systematic approach to understanding, evaluating, and proposing effective solu-
tions for security vulnerabilities in smart homes, contributing to advancements
in the field of IoT cybersecurity.

5 Concluding remarks

The contributions of this work aim to provide enhanced approaches for iden-
tifying, analyzing, and mitigating security vulnerabilities in IoT devices within
smart home environments. Aligned with recent studies in IoT, dynamic analy-
sis, and security, these approaches may be published in journals and conferences
specializing in security, IoT, and computing in general.
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Abstract. The growth of the Internet of Things (IoT) has brought sig-
nificant advancements across various industry sectors. Simultaneously,
security concerns have also escalated due to its expansion. Numerous IoT
devices are targeted by cyber-attacks owing to firmware, source code, and
software vulnerabilities. In this context, static analysis has emerged as
an effective approach to identify, comprehensively analyze, and mitigate
plausible security vulnerabilities. Therefore, this proposal aims to in-
vestigate the challenges hindering the attainment of useful results from
IoT static analysis, to develop a static analysis approach aligned with
the vulnerabilities proposed by OWASP for assessing source code in IoT
gateways.

Keywords: Static Analysis, Internet of Things, IoT, Security, Vulnerabilities,
OWASP, Gateways.

1 State of the Art

Static analysis is an essential method in software engineering, crucial for defect
identification [10] and improving code quality [20], as well as detecting coding
patterns vulnerable to malicious exploits [8], enabling developers to implement
preventive measures to enhance system security and protect confidential data
against cyber threats [14].

Static analysis can be utilized in a variety of scenarios, spanning applica-
tions [18], source code [6], protocols [22], binaries [26], and firmware [8], to rec-
ognize and address potential risks and weaknesses. Various techniques have been
developed for this purpose, such as Syntax Analysis [9], Semantic Analysis [4],
Flow Analysis [21], Graph Analysis [5], and Taint Analysis [12], each with its
distinct set of sub-techniques.

Some studies integrate static analysis with various other methods to detect
vulnerabilities, including dynamic analysis, machine learning (ML) [25], and nat-
ural language processing (NLP) [15]. Dynamic analysis involves well-known ap-
proaches such as intrusion testing [24], which replicates real attacks on software
systems to discover and exploit security weaknesses, and Fuzzing [10], which
entails providing invalid, unexpected, or random test inputs to reveal security
vulnerabilities. Both methods require code execution and direct involvement
with the system to assess its resilience against attacks.



The OpenWeb Application Security Project (OWASP) is a global community
that promotes software security by providing free resources, tools, and standards.
It is known for highlighting the top 10 security vulnerabilities in web applications
(OWASP Top 10) [2]. Additionally, it has also released the OWASP IoT Top
10, which identifies the main flaws to be avoided when developing, deploying,
or managing IoT systems [1]. These lists are essential tools for developers to
understand and address flaws in their applications that attackers could exploit
to gain unauthorized access. Of the vulnerabilities outlined in the OWASP IoT
Top 10, six out of the seven primary weaknesses identified can be addressed
through the application of static analysis techniques [12].

Mandal et al. introduced a framework that employs the technique of Taint
Analysis between programs to detect security vulnerabilities and privacy leaks
in Android applications and communication channels [16]. In a related context,
Costin introduced the first public Static Analysis Security Testing (SAST) tool
for Lua code, employing Syntax and Semantic Analysis techniques to detect web
vulnerabilities [9]. Additionally, Ferrara et al. discussed the relationship between
IoT vulnerabilities and the OWASP Top 10, introducing an extension for an in-
dustrial analyzer (Julia) that employs techniques such as Taint Analysis and Call
Graphs (CGs) to detect privacy-related vulnerabilities in IoT and an insecure
ecosystem [12]. However, it’s important to note that none of these articles focus
on IoT gateway source code nor provide a systematic approach to identifying
vulnerabilities.

Nazzal et al. proposed the Taint-Things tool to identify and detect privacy
leaks in SmartThings applications, comparing its performance and accuracy
with other available tools [18]. McBride et al. employed static analysis, using
Flawfinder, RATS, and Cppcheck tools, to identify, analyze, and fix vulner-
abilities in the source code of the Contiki operating system [17]. Similarly, Al-
Boghdady et al. utilized the same tools to identify security vulnerabilities in four
IoT operating systems (RIOT, Contiki, FreeRTOS, and Amazon FreeRTOS),
using Common Weakness Enumerations (CWEs) as a reference for benchmark-
ing [3]. Although these studies are valuable, there is no established benchmark
for evaluating IoT gateway source code. The gap in the literature emphasizes
the need for future research to create benchmarks for evaluating static analysis
tools for detecting vulnerabilities in IoT gateway source code.

Alalfi et al. pioneered the development of the MDE-ChYP tool, leveraging
Model-Driven Engineering (MDE) to identify excessive privileges within Smart-
Things applications. This solution integrates semantic analysis as a static anal-
ysis technique [4]. In a complementary approach, Dejon et al. introduced Io-
TAV, an automated framework designed for security verification in software up-
dates for RIOT operating system applications. Utilizing static analysis methods
such as Control Flow Graphs (CFGs), Call Graphs (CGs), and Inter-procedural
Control Flow Graphs (ICFGs), IoTAV offers a robust security evaluation [11].
Furthermore, Stievenart et al. proposed an automated methodology for static
analysis of WebAssembly programs. Their approach, which encompasses Flow
Graphs, Flow Analysis, Semantic Analysis, Syntax Analysis, and Taint Analy-



sis, aims to uncover potential vulnerabilities [23]. From another perspective, Hao
Yang et al. introduced an ML technique that combines Lexical Analysis, Syntax
Analysis, Semantic Analysis, and Flow Graphs to examine and evaluate source
code in IoT energy terminals. This approach employs DNN, FNN, and SVM al-
gorithms to broaden the scope of vulnerability identification [13]. However, it’s
important to note that while these articles contribute significantly to security
analysis, they do not directly address the specific vulnerabilities outlined in the
OWASP Top 10.

Chang et al. propose a methodology grounded in the GQM (Goal-Question-
Metric) approach for conducting automated code reviews, utilizing the Abstract
Syntax Tree (AST) technique to analyze Groovy code in SmartApps. This ap-
proach aims to assess software quality characteristics established by ISO/IEC
25010, with a focus on reliability, maintainability, and security [7]. In contrast,
Alhanahnah et al. introduced IoTCom, a system employing static analysis tech-
niques to detect interaction threats in SmartThing applications. They conducted
a manual analysis to verify the validity of interaction threats detected automati-
cally during the automated verification process, distinguishing between real vul-
nerabilities and false positives [5]. On the other hand, Niu et al. developed an
NLP approach that utilizes Graph Analysis, Flow Analysis, and Taint Analysis
techniques to enhance vulnerability detection accuracy and reduce false positive
and false negative rates in the source code. The effectiveness of this methodology
is evaluated against various RNN, LSTM, and BLSTM models [19]. However,
the proposed solutions did not specifically address the validation of identified
vulnerabilities, nor did they differentiate between real vulnerabilities and false
positives.

Some research studies have utilized static analysis methods on source code,
while others have conducted assessments on vulnerabilities identified by Owasp.
However, to the best of our knowledge, there hasn’t been a specific static anal-
ysis approach to evaluate vulnerabilities in the source code of IoT gateways in
previous research.

2 Objectives

The main goal is to propose a methodology for assessing source code vulner-
abilities in IoT gateways, advancing the current state of the art through the
investigation of static analysis techniques and vulnerability detection described
by the Owasp Top 10. In this scenario, we aim to address the following objectives:

* To conduct a comprehensive field study to characterize vulnerabilities in the
source code of IoT gateways, developing a systematic approach to identifying
these vulnerabilities.

* To compare and evaluate the effectiveness of vulnerability detection tools in
the source code of IoT gateways through defined benchmarks.

* To develop an automated solution for detecting vulnerabilities using static
analysis techniques.



* To formulate a methodology for measuring identified vulnerabilities, assessing
the possibility of them being real vulnerabilities or false positives.

3 Methodology

To fulfill Objective 1, the initial phase involves selecting a representative sample
of IoT gateways and acquiring access to the corresponding source code. Subse-
quently, vulnerabilities in the source code are identified through specialized tech-
niques of static analysis. Following this process, vulnerabilities are categorized
according to their severity and potential security ramifications. Ultimately, a
systematic approach is developed for the continuous detection of vulnerabilities,
aiming to safeguard the security and integrity of IoT systems. For Objective 2,
criteria and metrics will be analyzed and evaluated to assess the effectiveness of
the tools. Next, an investigation and selection of a variety of static code analysis
tools will be conducted. Additionally, a benchmark will be proposed to evalu-
ate vulnerabilities in the IoT gateway source code. The next step will involve
running each tool on a set of IoT gateway source code samples and comparing
the results against the proposed benchmarks. Finally, the obtained results will
be analyzed to determine the relative effectiveness of each tool. To achieve ob-
jective 3, various static analysis techniques will be employed, including Syntax,
Semantic, Flow, Graph, and Taint analysis, in a holistic approach. For objective
4, establish criteria to distinguish between genuine vulnerabilities and false pos-
itives, conduct a manual assessment of identified vulnerabilities, and ultimately
evaluate the findings to confirm their significance and accuracy.

4 Concluding remarks

The contributions of this work aim not only to characterize and identify vul-
nerabilities present in IoT gateways, but also to compare detection techniques,
develop automated solutions, and present a methodology for assessing the ve-
racity of detected vulnerabilities.
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Abstract. Artificial Intelligence (AI) is the field of computer science concerned with designing intelligent computer 
systems. The milestones in the History of AI include the areas that have produced the most practical results in recent 
decades, Machine Learning and Deep Learning, in addition to the first results obtained from the emerging sub-area of 
Natural Language Processing: Generative Artificial Intelligence. This thesis project deals with the main contributions and 
impacts of Generative AI in the areas of Arts, Education and Ethics. We assume the hypothesis that the experimental 
applications within Generative AI, such as ChatGPT, DALL-E and Whisper, have the potential to produce a creative 
revolution in Arts, Education and Ethics in the 21st century. We then present our main goal to formalize our studies in the 
Generative AI and its intersections with Arts, Education and Ethics, pointing out initial and prospective contributions for 
creative professors of Arts and Education. Throughout our thesis development, we aim to: (1) systematize state-of-the-art 
in Generative AI; (2) produce practical applications in Generative AI, with a focus on Arts, Education, and Ethics; (3) 
contribute to studies on the History of Arts, particularly among children and teenagers; (4) provide guidelines for 
integrating AI perspectives into Science and Arts education; and (5) discuss UNESCO’s recommendations on AI Ethics in 
the 21st century. In preparation for our thesis project presentation on April 19, 2024 at the DEI/UC, we present our initial 
methodology and activities, as well as the main points of UNESCO’s recommendations for AI Ethics published in 2022. 
Keywords: Generative Artificial Intelligence, Arts, Education, Ethics 

 

1. Artificial Intelligence 

The field of scientific research known as “Artificial Intelligence” (AI) was officially named during the conference 
titled “The Dartmouth Summer Research Project on Artificial Intelligence”, held at Dartmouth College, New Hampshire, 
United States (USA) in 1956 (McCorduck, 2004, p. 114). In their proposal to the Rockefeller Foundation, the scientists 
John McCarthy, a young assistant professor of mathematics at Dartmouth College, Marvin Minsky, then a Harvard Junior 
Fellow in mathematics and neurology, Nathaniel Rochester, manager of information research at IBM’s research center in 
Poughkeepsie, New York, and Claude Shannon, a mathematician at Bell Telephone Laboratories already known for his 
statistical theory of information, wrote: 

  
We propose that a two-month, ten-man study of artificial intelligence be carried out during the summer of 1956 at 
Dartmouth College in Hanover, New Hampshire. The study is to proceed on the basis of the conjecture that every aspect 
of learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to 
simulate it (McCorduck, 2004, p. 111-112).  

 

John McCarthy, who was the main organizer and driver of the conference, proposed the official name for the field 
“Artificial Intelligence” (McCorduck, 2004, p. 26). In 1956, there were no universally agreed concepts for intuition, 
originality or intelligence. Since then, Artificial Intelligence has continued to encompass a variety of common and 
widespread definitions, for instance, “The aim of Artificial Intelligence is to create intelligent machines and  through this, to 
understand the principles of intelligence…” (John L. Gordon); “The science of making machines do things that would 
require intelligence if done by men.” (Marvin Minsky); and “AI is the study of how to make computers do things at which, 
at the moment, people are better.” Rich & Knight (1991) apud Russel & Norvig (2010, p. 2). Despite the different 
approaches to defining Artificial Intelligence, organized into categories by Russel & Norvig (2010, p. 1-2), we present 
below the definition which most approximates to the main goals of this thesis project. 

Artificial Intelligence (AI) is the field of computer science concerned with designing intelligent computer systems, 
that is, systems that exhibit the characteristics we associate with intelligence in human behavior – understanding 
language, [perception], reasoning, [learning,] solving problems [and search] (Barr & Feigenbaum, 1981, p. 21). In AI, the 
terms “problem solving and search” refer to a large body of central ideas that deal with deduction, inference, planning, 
commonsense reasoning, theorem proving, and related processes. Applications of these general ideas are found in 
programs for natural language understanding, information retrieval, automatic programming, robotics, scene analysis, 
game playing, expert systems, and mathematical theorem proving (Barr & Feigenbaum, 1981, p. 39).  

 

2.  Problem. 

What are the main contributions and impacts of Generative AI into the areas of Arts, Education and Ethics? 
 

3.  Hypothesis 

Experimental AI applications, such as ChatGPT, DALL-E, and Whisper, have the potential to catalyze a creative 
revolution in Arts, Education, and Ethics in the 21st century. 

 

4.  Goals 

This thesis project has the main goal to formalize our studies in the Generative Artificial Intelligence and its 
intersections with Arts, Education and Ethics, pointing out initial and prospective contributions for creative professors of 
Arts and Education. Throughout our thesis development, we aim to: 

 
1 Project submitted in partial fulfillment of the requirements for the PhD in Informatics Engineering from the DEI/UC. Advisor: Professor Luís Paquete, PhD. 
2 Bachelor’s in Computer Science from UFPA in 2003. Master’s in Informatics and License in Philosophy from the PUC-Rio in 2005 and 2012, respectively. License in Music 

from UEPA in 2024. Specialist in Pedagogical and Administrative Management in Educational Environments from ULBRA in 2024. Specialist in Theater and Education from 
the IFNMG in 2024. PhD candidate in Informatics Engineering at the University of Coimbra (UC) in 2024. 



1. systematize state-of-the-art in Generative Artificial Intelligence; 
2. produce practical applications in Generative Artificial Intelligence, with a focus on Arts, Education, and Ethics; 
3. contribute to studies on History of Arts, particularly among children and teenagers; 
4. provide guidelines for integrating AI perspectives into Science and Arts education; 
5. discuss UNESCO’s recommendations on AI Ethics in the 21st century. 
 

5.  AI References Overview 

This section presents a brief introduction to the areas that have produced the most practical results in recent 
decades, in addition to the first results obtained from the recent sub-area of Natural Language Processing: Generative AI. 

 

5.1. Machine Learning  

In the perspective of Machine Learning, Artificial Intelligence is the study and construction of artificial entities or 
agents situated in an environment, with which they interact autonomously and seek to satisfy objectives, both internal and 
external, with maximum performance. Learning is the process by which an agent automatically alters its internal 
structures to better perform tasks under the conditions imposed by the environment.  

From the perspective of Data Science, Machine Learning is an area of AI that focuses on the use of data and 
algorithms to imitate the human ability to learn, gradually improving its accuracy. Machine Learning is then an area of 
Computer Science that focuses on teaching machines to learn from data, without being explicitly programmed to do so. 

Although Machine Learning continues to be considered a promising research area in the field of AI studies, its 
widespread use in the current state of Computer Science practice can be observed through the following references: 

1. “Machine Learning For Absolute Beginners: A Plain English Introduction” by Oliver Theobald (2021); 
2. “Machine Learning for Dummies” by John Paul Mueller & Luca Massaron (2016); 
3. “Fundamentals of Machine Learning for Predictive Data Analytics: Algorithms, Worked Examples, and Case 

Studies” by John D. Kelleher, Brian Mac Namee & Aoife D'Arcy (2015); 
4. “Machine Learning in Action” by Peter Harrington (2012); 
5. “Machine Learning for Hackers” by Drew Conway & John Myles White (2012); 
6. “Data Mining: Practical Machine Learning Tools and Techniques” by Ian H. Witten & Mark A. Hall (2011) 
7. “Programming Collective Intelligence” by Toby Segaran (2007). 

 

5.2. Deep Learning  

Despite the early models of neural networks dating back to the early decades of the field of AI research, it was only 
in the mid-2000s that the term "Deep Learning" began to gain popularity. In 2009, the NIPS Workshop on Deep Learning 
took place, where it was discovered that with a sufficiently large dataset, neural networks no longer require pre-training, 
resulting in significantly reduced error rates. In 2012, artificial pattern recognition algorithms reached human-level 
performance in certain tasks. Additionally, Google's deep learning algorithm demonstrated the ability to identify cats. 

In 2015, Facebook deployed deep learning technology called DeepFace to automatically tag and identify Facebook 
users in photographs. The algorithms achieved superior facial recognition tasks using deep networks that consider 120 
million parameters. In 2017, there was a mass adoption of Deep Learning across various corporate and mobile 
applications, accompanied by advancements in research.  

All technology events related to Data Science and Big Data now emphasize Deep Learning as the primary 
technology for creating intelligent systems. Deep Learning is an area of IA which uses neural networks with three or more 
layers to simulate the behavior of the human brain. These neural networks can learn from copious amounts of data, 
automate feature extraction, and perform analytical and physical tasks without human intervention.  

Deep Learning can process unstructured data, such as text and images, eliminating some of the data 
preprocessing that is typically involved with Machine Learning, reducing the reliance on human experts. Deep Learning 
certainly differs from classical machine learning in the type of data it works with and the methods by which it learns. 
Machine learning algorithms use structured and labeled data to make predictions, meaning specific features are defined 
from the model's input data and organized into tables. 

Specifically, Machine learning and Deep Learning models are capable of diverse types of learning, which are often 
categorized as supervised learning, unsupervised learning, and reinforcement learning. In Machine Learning, supervised 
learning uses labeled datasets to categorize or make predictions; this requires some form of human intervention to 
correctly label the input data. In Deep Learning, unsupervised learning is used to find patterns in unlabeled data, and 
reinforcement learning is used to teach an agent to make decisions. 

Thus, Deep Learning remains at the forefront of AI. Classic references on neural networks, such as Rosenblatt 
(1957), Widrow (1960), and Minsky & Papert (1969), date back to the 20th century. However, only recent references, 
including Manning (2015) and Buduma & Locascio (2017), offer an updated introduction to the research in the field. 

 
5.3. Natural Language Processing and Generative AI 

Natural Language Processing (NLP) is a branch of Artificial Intelligence that assists computers in understanding, 
interpreting, and manipulating human language. NLP is the result of various disciplines, including Computer Science and 
Computational Linguistics, which aim to bridge the gap between human communication and computer understanding. To 
this thesis project, we are particularly interested in the sub-area of NPL called Generative AI. 

Generative AI refers to the emerging area of Artificial Intelligence which uses techniques and models that are 
designed to generate added content, such as images, text, audio, or other forms of data. Unlike traditional AI approaches 
that focus on recognition, classification, or prediction tasks, generative AI systems are trained to create novel and realistic 
outputs based on patterns learned from large datasets.  



These systems can employ deep learning architectures, such as Generative Adversarial Networks (GANs), 
Variational Autoencoders (VAEs) or Generative Pre-trained Transformer (GPT), to generate content that resembles 
human-created data. Generative AI has applications in various fields, including creative arts, content generation, data 
augmentation, and synthetic data generation for training machine learning models. 

Currently, the known applications of Generative AI include ChatGPT, DALL-E, and Whisper, developed by the 
company OpenAI. Founded in December 2015, OpenAI is an artificial intelligence research laboratory consisting of 
researchers and engineers who are focused on developing applications to ensure that AI benefits all of humanity. 

. OpenAI applications function as assistants for repetitive tasks, freeing us humans to focus on more strategic and 
creative activities. Everyone can benefit from this technology. Depending on our technical knowledge, we can engage in 
activities such as developing our own AI models, utilizing pre-built models from open-source repositories like GitHub, or 
simply using services like ChatGPT and DALL-E. 

Since 2017, Generative AI has indeed advanced significantly in creative tasks and has become a fundamental tool 
for enhancing the quality of products and services. In this emerging field, applications are being developed with the aim of 
augmenting human skills rather than completely replacing human work. Generative AI represents the state-of-the-art of AI 
technology, which include the groundbreaking applications: 

• ChatGPT:  a type of AI language model developed by OpenAI is based on the GPT architecture, which uses 
deep learning techniques to produce human-like text based on the input it receives. ChatGPT is specifically designed to 
generate text that can be used in conversations, making it capable of answering questions, providing explanations, and 
even engaging in casual chat in a way that simulates human conversation (Alzaabi et al. 2023; Bahrini et al. 2023; 
Lucey & Dowling, 2023; Lund et al., 2023); 

• DALL-E: a variant of the AI models developed by OpenAI, specifically designed for generating digital images 
from textual descriptions. It is based on the GPT architecture but adapted for a different task – creating visual content. 
The name "DALL-E" is a portmanteau of the famous surrealist artist Salvador Dalí and Pixar's animated robot character 
WALL-E (Ramesh et al., 2021; 2022; Marcus et al., 2022; Mittal, 2023; Borji, 2024; Singh, 2024; Zhang, 2024); 

• Whisper: an automatic speech recognition (ASR) system developed by OpenAI designed to convert spoken 
language into written text. It supports multiple languages and is known for its robust performance across different 
accents and noisy environments (Radford et. al., 2022; Williams & Atkins, 2022; Gris et al., 2023; Gong et al., 2024).  

 One chapter of our thesis may focus on documenting the underlying models of ChatGPT, DALL-E and Whisper, 
aiming to develop practical uses in the fields of Arts, Education, and Ethics. 

 

6.  Preliminary Contributions  

Generative AI may produce significant contributions and impacts in the areas of Arts, Education, and Ethics. Next, 
we list some of the main contributions and impacts: 

1. Creation of novel artworks and artistic styles: Generative AI algorithms, such as DALL-E and GPT-3, can 
generate images, texts, music, and even entire stories based on input prompts. This transformative capability 
redefines the creative process, empowering artists to explore innovative ideas and styles; 

2. Exploration of new artistic forms: Generative AI can facilitate the exploration of unconventional artistic forms 
and mediums, blurring the boundaries between traditional art forms and digital media. Artists can experiment 
with AI-generated content to push the boundaries of creativity and expression; 

3. Democratization of artistic tools and expression: Generative AI can lower the barriers to entry for aspiring 
artists, allowing individuals with limited technical skills to create high-quality artwork. This democratization 
fosters an inclusive artistic community; 

4. Personalization of learning experiences: Generative AI algorithms can adapt to individual student needs and 
preferences, providing personalized learning materials and feedback. This personalized approach enhances 
student engagement and performance by catering to each student's unique learning style; 

5. Creation of interactive educational content: Generative AI tools can generate educational materials, such as 
quizzes, tutorials, and simulations, to supplement traditional teaching methods. This automation frees up 
educators' time to focus on higher-level tasks, such as student mentoring and curriculum development; 

6. Enhancement accessibility and inclusivity: Generative AI can create educational resources in multiple 
languages and formats, making learning more accessible to diverse student populations, including those with 
disabilities or learning differences; 

7. Detection of bias and discrimination in datasets: Generative AI raises questions related to the AI-generated 
content, such as copyright infringement, misinformation, and bias. Policymakers can explore ethical guidelines 
to address these concerns; 

8. Safeguarding against misuse: Generative AI technologies have the potential to be misused for malicious 
purposes, such as deepfake videos, fake news generation, and propaganda. Ethical guidelines and regulations 
are needed to mitigate these risks and safeguard against harmful applications of AI; 

9. Ethical decision-making frameworks: Researchers and policymakers can explore ethical frameworks and 
guidelines to address AI Ethics concerns and ensure responsible AI development and deployment; 

10. Promotion of fairness, accountability, and transparency: Generative AI models often make it challenging to 
understand how they generate content and make decisions. Efforts are underway to promote transparency and 
accountability by requiring model documentation, auditability, and ethical review processes. 

Overall, Generative AI has the potential to revolutionize the fields of Arts, Education, and Ethics by enabling 
creativity, personalization, and innovation while also raising important ethical considerations that must be addressed to 
ensure responsible AI deployment. 

 



7.  Discussion on AI Ethics 

The United Nations Educational, Scientific and Cultural Organization (UNESCO) is a specialized agency of the 
United Nations (UN) with the aim of promoting world peace and security through international cooperation in Education, 
Arts, Sciences and Culture. With 194 states and twelve associate members, UNESCO also collaborates with partners in 
the NGO, intergovernmental, and private sectors. Its headquarters are in Paris, France, with a network of fifty-three 
regional field offices and 199 national commissions facilitating its global mandate.  

Drawing from the document “Recommendation on the Ethics of Artificial Intelligence” published by UNESCO in 
2022, we have selected paragraphs that align with our thesis project and provide some original images created by DALL-
E when we first used this chatbot on April 04, 2024, trying to follow the same style of the photo provided in Figure 1:  

 
Respect, protection and promotion of diversity and inclusiveness should be ensured throughout the life cycle of AI systems, 
consistent with international law, including human rights law. This may be done by promoting active participation of all 
individuals or groups regardless of  race, color, descent, gender, age, language, religion, political opinion, national origin, 
ethnic origin, social origin, economic or social condition of birth, or disability and any other grounds (UNESCO, 2022, p. 19). 
Member States should promote gender diversity in AI research in academia and industry by offering incentives to girls and 
women to enter the field, putting in place mechanisms to fight gender stereotyping and harassment within the AI research 
community, and encouraging academic and private entities to share best practices on how to enhance gender diversity 
(UNESCO, 2022, p. 32). 

Figure 1. Ensuring diversity and inclusiveness on AI Ethics 
 

  
Fonte: UNESCO (2022, p. 19) Fonte: ChatGPT/DALL-E (2024) 

 
Regarding Figure 1, ChatGPT remarks: “It's wonderful that you've found the image that best captures the essence 

of promoting gender diversity in AI research, as outlined by UNESCO. The image conveys the joy of collaboration and 
learning, and the positive energy of a supportive community. It beautifully illustrates the message of inclusivity and the 
encouragement of women's participation in technology and AI. If there's anything more you need or another way I can 
assist you, please let me know!” I continued my conversation with ChatGPT 4.0 and the integrated DALL-E:  

 

Member States should promote AI education and digital training for artists and creative professionals to assess the 
suitability of AI technologies for use in their profession, and contribute to the design and implementation of suitable AI 
technologies, as AI technologies are being used to create, produce, distribute, broadcast and consume a variety of cultural 
goods and services, bearing in mind the importance of preserving cultural heritage, diversity and artistic freedom 
(UNESCO, 2022, p. 33). 
 

Citing UNESCO (2022, p. 33), I stated to ChatGPT: “I have to say that you work better now. The first image was 
already fantastic. I must choose between two photos, as follows:” (Figure 2). ChatGPT provided the following 
commentary: “The first image is bustling with activity and variety, portraying a lively space where creativity and AI 
intersect in many forms. It’s like a snapshot of a vibrant community at work, with a sense of movement and collaboration. 
The second image feels more intimate and personal, focusing on the individual moments of creativity enhanced by AI. It 
offers a sense of quiet joy and concentration, and the interaction between the artist and AI is more pronounced.” 

 

Figure 2. Promotion of AI education for artists preserving diversity and freedom 
 

  
 

Fonte: ChatGPT/DALL-E (2024) 



 
Sure, we agree with ChatGPT that Figure 2 is quite impressive. Indeed, the capabilities of ChatGPT and DALL-E 

continue to impress. I answered: “Let's proceed with our collaboration.": 
 

Member States should ensure that human-robot interactions comply with the same values and principles that apply to any 
other AI systems, including human rights and fundamental freedoms, the promotion of diversity, and the protection of 
vulnerable people or people in vulnerable situations. Ethical questions related to AI-powered systems for 
neurotechnologies, and brain-computer interfaces should be considered to preserve human dignity and autonomy 
(UNESCO, 2022, p. 37). 

 

Figure 3. Human-robot interactions comply with principles applied to AI systems. 
 

  
 

Fonte: ChatGPT/DALL-E (2024) 
 

Throughout the development of our thesis, we seek to honor human rights, dignity, and diversity (Figure 3). 
Currently, the priority is to advance our AI scientific research within academia, at the University of Coimbra. This will be 
achieved by providing tangible resources to women who aspire to contribute to the field of AI (UNESCO, 2022, p. 32). 

 

8.  Methodology and Activities 

In preparation for our thesis project presentation on April 19, 2024 at the Department of Informatics Engineering of 
University of Coimbra, we present our initial methodology and activities: 

1. Systematize State-of-the-Art: Conduct an extensive review of the current state-of-the-art in Generative AI; 
2. Study Applications: Investigate the applications of prominent tools, such as ChatGPT, DALL-E, and Whisper; 
3. Analyze Contributions to the Arts: Explore potential contributions of Generative AI to the field of Arts, including 

novel artistic expression and cultural preservation; 
4. Analyze Contributions to Education: Examine how Generative AI can impact Education, including personalized 

learning experiences and interactive educational content; 
5. Analyze Contributions to Ethics: Investigate the ethical implications of Generative AI, including bias detection, 

accountability, and transparency; 
6. Document Knowledge: Systematically document acquired knowledge from the study and analysis of Generative 

AI and its intersections with Arts, Education, and Ethics; 
7. Structure AI Models: Develop models of Generative AI tailored for applications in Arts and Education; 
8. Produce Practical Applications: Collaborate with CISUC projects to produce applications of Generative AI; 
9. Organize Scientific Events: Organize scientific events in Generative AI following CISUC guidelines; 
10. Publish Scientific Results: Disseminate scientific results obtained during the thesis investigation through 

publication in relevant academic journals and conferences; 
11. Discuss Ethical Implications: Engage with the scientific community, particularly professionals in Arts, Education, 

and Ethics, to discuss lessons learned and results regarding AI Ethics in the 21st century. 
 

9.  Conclusion 

In this project, we presented the goals, methodology and activities of our thesis, on which we are going to work 
hard next years. We have provided an overview of the field of Artificial Intelligence, covering areas such as Machine 
Learning, Deep Learning, and Natural Language Processing, as well as the emerging field of Generative AI, which 
includes the latest applications like ChatGPT, DALL-E, and Whisper.  

As a first experience in using these applications, we are exploring how they will impact the realms of Arts, 
Education, and Ethics, even before our thesis is completed. Fortunately, we have a wealth of experience in integrating 
knowledge from Computer Science, Philosophy, Psychoanalysis, Education, and Arts, and despite the sophistication of 
ChatGPT, we still feel that we are much smarter than robots. 
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Accurately forecasting electric vehicle (EV) charging demand is not just a technical
challenge, but a critical necessity for the efficient operation of our electrical grids.
By  predicting  peak  charging  periods  and implementing  effective  strategies  for
managing this demand, grid stability, minimizing costs, and maximizing resource
allocation are guaranteed. However, achieving this level of foresight is complex due
to  the  unpredictable  nature  of  EV  usage  patterns  and  the  varying  charging
behaviors of EV owners.

The  rapid  growth  in  EV  adoption  increases  these  challenges,  as  it  introduces
additional  layers  of  uncertainty  into  our  forecasting  models.  Despite  these
difficulties, developing robust prediction methodologies for peak charging periods
is  essential.  Not  only  does  it  minimize  the  need  for  costly  grid  reinforcement
measures, but it also facilitates better management of grid operations.

Furthermore, precise demand forecasting significantly enhances the coordination
between renewable energy generation and EV charging demand. This adjustment
ensures optimal utilization of renewable energy during periods of high EV charging
activity, leading to efficient grid management and resource allocation. It can also
enhance  grid  sustainability  and  reduce  greenhouse  gas  emissions.  This
collaboration  not  only  helps  the  environment  but  also  supports  the  long-term
sustainability of our energy systems.

In fact, tackling the complexities of EV charging demand prediction is not just a
technical imperative but a strategic necessity. By leveraging advanced forecasting
techniques  and  implementing  effective  demand  management  strategies,  a
stronger, more environmentally friendly, and economically efficient energy future
can be created.

To  explore  the  technical  details  further,  an  extensive  assessment  of  different
machine learning algorithms including shallow Support Vector Regression (SVR)
and Deep Learning architectures like Convolutional Neural Networks (CNNs), will
be conducted to understand how well they can capture the patterns in EV charging
station energy demand. This involves comparing their performance metrics and
analyzing their computational requirements and scalability. For example, simpler
models like Support Vector Regression (SVR) are less complicated but may struggle
with complex relationships in EV charging data. On the other hand, more complex



models like Convolutional Neural Networks (CNNs) succeed at extracting features
and learning from them, though they require greater computational resources.

To  optimize  the  performance  of  these  ML  models,  advanced  optimization
techniques  will  be  deployed,  with  a  particular  focus  on  genetic  algorithms.  By
leveraging genetic algorithms, the research aims to improve the used models.

Furthermore, the implementation of Federated Learning (FL) approaches will be
essential   in  preserving  data  privacy  while  facilitating  model  training  across
distributed datasets.  Considering that there are privacy restriction for some EV
datasets,  using  FL  models  is  essential.  FL   enables  the  aggregation  of  model
updates  from  local  devices  or  servers  without  compromising  the  privacy  of
individual data sources. 

In terms of dataset selection, datasets such as ElaadNL and ACN are considered for
their comprehensive coverage of EV charging activities. These datasets encompass
a  wide  spectrum  of  variables,  including  charging  station  locations,  charging
duration,  power  consumption,  and  temporal  patterns,  thus  providing  a
comprehensive view of EV charging demand dynamics. Leveraging such rich and
diverse  datasets  will  be  instrumental  in  training  robust  ML models  capable  of
accurately  forecasting  energy  demand  at  EV  charging  stations  across  varied
geographical and temporal contexts.

By integrating these methodological approaches and datasets, this research aims
to push the boundaries  of  EV charging demand prediction,  facilitating efficient
resource allocation, grid management, and sustainability in the realm of electric
transportation.

Incorporating  cutting-edge  ML  techniques  in  this  study  marks  a  crucial
advancement  in  transforming  smart  grids  into  more  flexible  and  agile  energy
systems. By leveraging the predictive capabilities of advanced ML algorithms, the
precision and detail  of electric vehicle (EV) charging demand forecasting can be
significantly enhanced, leading to a revolutionary improvement in the operational
effectiveness of smart grids.

In addition, this study aims to surpass traditional methods by thoroughly reviewing
existing literature and data sources and by introducing innovative approaches and
methodologies.  Through  systematic  experimentation  and  continuous



improvement,  the  research  seeks  to  advance  the  current  understanding  of  EV
charging demand forecasting within the framework of smart grids.

Furthermore, apart from technical advancements, the results of this research hold
significant implications for society as a whole. By improving energy efficiency and
encouraging  the  use  of  renewable  energy  sources,  smart  grids  enhanced  by
advanced ML techniques help combat climate change and promote environmental
sustainability. Additionally, by strengthening the reliability and resilience of energy
systems, these developments benefit societal well-being and economic prosperity.

Objectives:

Evaluating  the  performance  of  the  machine  learning  model  versus  traditional
forecasting  methods,  such  as  time series  analysis  to  determine  advantages  of
each.

Investigate the impact of different hyperparameters, such as learning rate, on the
performance of the proposed model and optimize its performance accordingly.

Exploring the potential advantages that load forecasting for EV charging can offer
to  various  stake-holders,  including  electric  vehicle  owners,  charging  station
operators, utilities, and society as a whole, and examine how this technology can
contribute  to  sustainable  development,  demand  re-sponse,  power  system
management, and the development of smart grids.


