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INTRODUCTION

3D-VisualCluster is a tool that combines existing visualizations with the novel
ideas of our approach; it is addressed to capitalize on added value gained from the
interaction between the approaches, and thus maximize the benefits to the user. As
a first prototype of our approach a 3D-VisualCluster has been developed.

3D-VisualCluster is oriented to explore the quality of dendrograms, clusterings and
clusters generated by the clustering methods (on the R language, http://www.r-
project.org/) applied to DNA-microarray data. Therefore, this tool is based on
principal component analysis (PCA) to reduce data dimensionality to a 3D space.
So, a first approximation of the data distribution can be analyzed on a 3D scatter
plot. Furthermore, visualization on parallel coordinates and views of DNA-
microarray data are also presented in an interactive way. Note that connecting
multiple visualizations through interactive linking and brushing provides more
information than considering the component visualizations independently.

To conclude, this tool was implemented under research “A Visual Analytics
Framework for DNA Microarray Data Cluster Analysis”; José A. Castellanos Garzon,
Carlos Armando Garcia, Paulo Novais (Universidade do Minho) and Fernando Diaz
(University of Valladolid). 1t has been submitted to journal “BMC Bioinformatics”,
http://www.biomedcentral.com/bmcbioinformatics/. This work has been partially
funded by the Spanish Ministry of Science and Innovation, the Plan E from the
Spanish Government, the European Union from the ERDF (TIN2009-14057-C03-
02).
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INSTALATION AND SETUP

Before starting to use the tool, Java should be installed, see installation tutorial
“Java and Java3D Installation.pdf” on the web page of the tool for more details.
After that, download and unzip tool file “3D-VisualCluster32bits.zip” for a 32-bits
operating system (or “3D-VisualCluster64bits.zip” for a 64-bits operating system).
This file contains “3D_VC_win.bat” for the windows system (and “3D_VC_linux.sh”
for the linux system) that runs the tool, showing the following window:

RI=EY
Menu | View 3D Plot Boundary Points Parallel Coordinates Microarray Comparison Dendrogram Color

Open Cluster Hierarchy
Open dendrogram

0Open Reference Part

Fig. 1: Main window of the 3D-VisualCluster tool.

This tool can load four types of text files through the Menu option of Fig. 1. These
files can be generated from R language, in fact; we provide a source file in R called
“SaveToFiles.R” (available in the web site) with function CreateFiles that generates
three types of files (dataset, cluster hierarchy and dendrogram graph) from the
output of the hierarchical clustering methods in R (that is, from an object of classes
twins, agnes, hclust, etc.). Function Create.RefPartitionFile creates the fourth file,
which is a reference partition of the used data set. So, the first thing to do when we
open the tool is to load the files to analyze, through the Menu option, that is:

a) Option “Open Cluster Hierarchy” loads two files. In this option the file with
name ended in “_dendo.txt” is loaded. This is the file with the cluster
hierarchy on a data set. Moreover, it also loads the analyzed data set with
the name given in function CreateFiles. Fig. 2 shows a part of the internal
structure of the file loaded by this option. Note that the first row of this file
has the name of the used data set, whose structure is shown in Fig. 3. This
data set has row and column header; moreover, each value in it is separated

“w.n

by a “”.



j VotesRepub_Diana_Manhattan50x31_dendo: Bloc de notas EI@

Archive Edicion  Formate  Ver Ayuda
WotesrRepub_biana_Manhattan50x31. txt -

[[1
[[11]001]1]
[111

111[[2]]
10

Fig. 2: Internal structure of the file loaded by option Menu of 3D-VisualCluster (cluster hierarchy
file).

dj VotesRepub_Diana_Manhattan50x31: Bloc de notas \EI@

Archive Edicion Formate Ver Ayuda

[c0; c1; c2;¢3; cd;¢5; ¢6;c7; c8;c9; c10; cll; c12; cl3; c14; cl5; cl16; cl7; c18; c19; c20; c21;c22; €23; c24; €25, €26; €27, C2B;¢29;c30;c31 o
gl;-1.21;-1.411;-2.069;0.007;-0.159; -0.607; -0. B15; -0.754; -1, 033; -2. 588; -0. 898; -0. 848; -1, 548; -1.418; -1, 323; -1. 276; -1. 485; -1. 237
g2;-1.21;-1.411;-2.069;-2. 054; -2. 664; -2, 523; -2. 514; -2, 682; -2.394; -2.732; -1. 687; -2, 048; -2. 084; -2,199; -1.106; -0. 803; -0.717; -0.79:
g3;-1.21;-1.411;-2.069; -0. 932; -1.459; -1, 572; -1. 546; -1. 614; -1.47; -1. 637; -1. 377; -1.435; -1. 307; -1. 395; -0. 888; -0. 329; 0. 05; -0. 349; 0.
g4;-0.772;-0.677;-0.68;0.19; -0. 255; -0. 621; -0. 579; -0. 547; -0. 545; -0. 542; -1. 068; -0. 822; -0. 529; -0. 59; -0. 21; -0. 849; -0. 998; -1. 095; -1,
gS;—D.333;0.058;0.F’OE;—0.089;O.142;0.432;0.281;0.615;0.456;0.315;0.2 9;0.524;0.596;0.572;-2.069;0.441;0.731;0.645;0.739;0. 219; -

g6:0.473 0. 523 0. 537; -0.037; -0. 053; 0. 311; 0. 498; 0. 846; 0. 908; 0. 123} -1.7; -0. 337; 0. 251; 0. 023; 0. 0013 0. 373} 0. 296+ 0. 6331 0. 7411 0. 521} (
g7:1.274;0.989; 0. 365; 0. 015} -0, 247+ 0. 189; 0. 428; 0. 206} 0. 329} 0. 537: 1. 071; 0. 695: 0. 4; 0. 827; 1. 358; 0. 561: 0. 509: 0. 914; ~0.179; 1. 055; 0. &1
98 -1.111; -0, 3543 0. 214; -0, 832; ~0. 366; -0 174; 0. 184; -0. 321; ~0. 083} 0. 664+ 0. 4931 0. 467; 0. 186; 0. 356: 1. 064: 0. 719: 0. 069; 0. 676 0. F’EF’;]..}
99: -1.161; -0.883: -0, 927; -1.042; -0. 128; 0. 443 0. 002; 0. 087+ ~0. 388" ~0. 3113 1. 113 ~1. 831; -1, 522; 1. 598; ~1. 324} -1. 5513 -1.497; -1.171:
gL0;-1.185;-1.147; -1.498; -1. 253; -1.046; -1. 764; 1. 050 1. 215; -1. 366: -1. 287; -0.411; 1. 2713 -1. 669 -0. 969; -1. 7113 -2. 33; -1. 636; 1. 7|
gli;-1.198;-1.279; -1.783;-2. 684;-3.107; -3.101; -2. 635; -2. 913; -2. 56; -0. 445; -0, 846; -0. 628; -0, 434; -0, 242; -0, 412; -1.126; -0. 46; -0. 88!
§12;-0.264 -0, 216} -0. 6375 -1, 169} ~1.488: -1. 372} -1.076: ~1. 245; -1. 069; 0. 396; -1, 281;0.016;0.BOl;0.485;0.886;0.0?8;0.?’1?’;0.016;0.?’42
g13:0.67;0.847; 0. 508: 0. 347;0.131; 0. 357+ 0.483;0.422;0.422; 0. 456: 0. 645: 0.41; 0. 433 0. 5121 0. 023 0. 886 0. 829} 0. 746+ 0. 095+ 0. 567+ 0. 61
gl4}0.66:0.866:0.47;0.003; -0.177:0.183: 0. 310:0.221: 0. 28; 0. 401; 0. 374; 0. 255: 0. 185: 0. 12; 0. 118; 0. 524; 0. 033; 0. 522; 0. 323; 0. 635; 0. 796
g15:1.085;1.034;0. 973;0.847; 0. 875; 1. 160: 1. 01 0. 640: 0. 650; 0. 741; 0. 634; 0. 7673 0. 672; 0. 583 0. 2347 0. 0921. 0241 0. 5111 0.400: 0. 412: 0. 8i
g16; -0.057; -0, 168; 1. 6551405 1. 108; 1. 602; 1, 336; 1. 227; 0. 915; 0. 653; 0. 1863 0. 391; 0. 747; 0. 38; -0.137; 0. 287; 0. 638; 0. 914; 1. 346; 0. 724;
g171-1.198: -1, 369} -0. 641 -2, 076; -0. 794; -0, 838; -0. 556; -0. 315; 0. 038; 0. 022; 0. 268; 0. 11; -0.1731 0. 097; 0. 346; 0. 459; ~0. 3371 0. 129} 0. 294+
g18:0.229;0.039;0.072; -1.767;0.077;0.498: -0, 804 -0. 357 ~1. 522; -1.156; 1. 254; ~1.797; -2.118; 2. 216: -1. 656 -2, 338; -1, 51; -1, 659; ~2.
gL9}1.656;1.448:0.784;0. 887;1. 223;0.992; 0. 514;0.943;1.092:1. 066; 1. 332; 1. 037+ 0. 866:1.055;-0.137:0.772; 0.899+1. 56811 065 1. 6021 1, |
420} -1.1095; -1.272: 0. 541; -1.487; -0.492; -0.232; -0. 045} 0. 014+ 0. 241: 0. 294: 0. 586+ 0. 318; -0.083; 0. 149: 0.175+ 0. 336: 0. 031 -0. 098; 0. 106; (-

Fig. 3: Structure of a data set loaded by the tool (50 rows by 31 columns).

b) Once loaded the cluster hierarchy and the data set in step a), the graphic of
the dendrogram should be loaded by the “Load Dendrogram” option. The
name of the file to be loaded ends in “_dendo_gr.txt” and its structure is
shown in Fig. 4. Note that this structure is the same as the internal one of a
dendrogram in the R language.

c) Ifthere is a file with a reference partition of the data set, then it is loaded by
option “Open Reference Part” and its structure is in Fig. 5. This reference
partition has five clusters as shown in the figure. The numbers in each
cluster represent the objects to be clustered, which in this case are 384
objects.



j VotesRepub_Diana_Manhattan30:31_dendo_gr: Bloc de notas

(= EER =)

Archivo Edicion Formato Ver Ayuda

[1] 27.363453 33.969252 39.658259 48.534276 31.899654 72.598496 35.691518 167.580197 31.582223 -
[10] 43.846009 24.487963 85.552482 18.393392 25.676314 11.493967 17.455521 28.625502 42.544800
[19] 16.485096 20.044499 17.875161 21.983729 14.218077 33.610713 18.397326 14.757619 56.556754
[28] 11.701321 7.058874  8.382005 11.368197 13.252375 9.230040 17.834836 12.708189 20.667139
[37 21.039972 23.665856 28.605405 15.317027 40.339045 10.462936 24.835249 12.804188 26.362915
[46] 16.251922 7.257725 12.791603 24.872061

[.1] [.2]

1, -7 =32

[2, -13 -35

[3, -12 -30

[4, 1 -30

[, -26 -28

L6, -5 -37

7y -22 -38

(s, -21 -39

9, -16 -27

1o, 4 2

11, -25 -48

12, -42  -46 £
13, -6 -14

14, -34 41

15, -8 -20

16, 5 -31

17 10 7

18 -17  -47

19 -3 -44

20 -33 12

21 15 18

22, 17 -29

23, 22 -49

24, 21 11

23, 23 -15

26, -1 -19

Fig. 4: Structure of the file that graphics the dendrogram in the tool.

CellS cIe_RefPartit\on: Bloc de notas
¥
Formato  Ver A}'Udﬁ

Archive

Edicién

E=8 ol =3

(11
1]

1

2 3

4

5 6 7

8

91011

[34] 34 35 36 37 38 39 40 41 42 43 44

[67]

67

[49] 116 117
[73] 140 141

[97]

164 165

[121] 188 189

[

[t
[25
[49
[73
(4

[t
[25
[49

[[5

[1
[25
[49

]
203
227
251
275

]
278
302
326

]
330
354
378

[[6]]

[1]

00

204
228
252
276

279
303
327

EE
355
379

280
328
332

356
380

= =

119 120
143 144
167 168
191 192

206 207 208
230 231 232
254 255 256

281 282 283
305 306 307

329

333 334 335
357 358 359
361 382 383

73
97
121
145
169
193

74 75
98 99
122 123
146 147
170 171
194 195

209 210
233 234
257 258

284 285
308 309

336 337
360 361
384

12

13 14 15

45 46 47 48

100
124
148
172
196

211
235
259

286
310

338
362

7 7
7/

101 102
125 126
149 150
73 17
197 198

212 213
236 237
260 261

287 288
11 312

339 340
363 364

16 17 18 19
49 50 51 32

103
127
151

75
199

214
238
262

289
13

41
365

20 21 22 23
53 34 35 56

80 81 82 83
104 105 106 107
126 129 130 131
152 153 154 155
176 177 178 179
200 201 202

215 216
239 240
263 264

200 201
314 315

342 343
366 367

84 85 86 &7
108 109 110 111
132 133 134 135
156 157 158 159
180 181 182 183

217 218 219 220 221
241 242 243 244 245
265 266 267 268 269

292 293 204 205 296
316 317 318 319 320

344 345 346 347 348

368 369 3

clusters.

70 371 372

24 25 26 27
57 38 39 60

222
246
270

297
321

28 29 3
61 62 6

88 89
112 113
136 137
160 161
184 185

223 224
247 248
271 272

208 299
322 323

350 351
374 375

031
3 04

90
114
138
162
186

225
249
273

300
324

352
376

32 313
65 66

91
115
139
163
187

226
250
274

301
325

353

77
Iy,

Fig. 5: Structure of a reference partition of a data set of 384 objects, which is clustered into 5

Finally, we provide three examples on the web site of the tool, which can be
downloaded and analyzed:
1. File “Test_Agnes.zip” (Example A) has a set of test data of a matrix of 18x4,
where the Agnes method was applied.
File “VotesRepub_Diana.zip” (Example B) has a data set called votes.repub
(50x31) given by R, which was modified and adapted as test data for the
tool. The Diana method was used.
File “Cellcycle_Diana.zip” (Example C) has a public data set called cellcycle
(384 genes x 17 samples) at http://faculty.washington.edu/kayee/cluster.
This file also provides a reference partition of cellcycle. The Diana method
was applied.

2.



http://faculty.washington.edu/kayee/cluster

USING DIFFERENT COLORS IN THE MICROARRAY VIEWS

Before starting to use the microarray, dendrogram and parallel coordinates views,
it is necessary to choose the color scale that best fits the used data set. To show
that, we have used Example B, for which the view of Fig. 6 is generated.

# Visualization - VotesRepub_Diana ManhattanS0:31_dendo bt =R BeR [
Menu View Scatter Plot | 3D Plot Boundary Points Parallel Coordinates MicroArray Dendrogram Color| e— Change the COIOI’ Scale
‘T D BEEEEEma o e

Fig. 6: Main window of the tool with Example B. This view performs as an explorer of clustering.

On the left side this figure shows, the levels of the dendrogram, color scale and the
currently chosen level (clustering) with the current cluster. On the right side, we
show the microarray where rows mean genes and columns mean samples. All
clusters of current clustering are delimited by white rectangle, and the selected
cluster is represented by a blue rectangle. Note that this view allows exploring
each level and each cluster of the dendrogram. There are three types of color scale
(combining colors green and red) and each scale can select the degree of color
degradation, by default it is 15. This can be seen pressing button “Color” of the task
bar in Fig. 6, which yields the view of Fig. 7.



Color Settings

Fig. 7: Different color scales for the microarray.

As shown in this figure, the active color scale is the third (as also shown in Fig. 6)
with 15 colors (Range option). The first and second scales yield the following color
combinations shown in Fig. 8 and Fig. 9 respectively.

& - VotesRepub_Diana | dendot (E=8 HoR =
Menu View Scatter Plot | 3D Plot Boundary Points Parallel C i Color

Fig. 8: Microarray selecting the first color scale of Fig. 7

Fig. 10 shows the microarray selecting the third color scale of Fig. 7 but in this
case, decreasing the number of colors from 15 to 5 (Range = 5).



& - VotesRepub_Dians | _dendose [E=3 KR =)

Menu View Scatter Plot | 3D Plot Boundary Points Parallel Coordinates MicroArray Dendrogram Color

Fig. 9: Microarray selecting the second color scale of Fig. 7

& Visualization - VotesRepub_Diana_Manhattan50:31_dendo.bdt EI@

Menu View Scatter Plot | 3D Plot Boundary Points Parallel C y Color

Fig. 10: Microarray selecting the third color scale of Fig. 7 but Range = 5 (only five colors).



COMBINING MICROARRAY VIEWS WITH OTHER VIEWS

We can now combine and validate microarray views with other views that use
other techniques of visualization. First, the main window (Fig. 6) is linked with the
other views (interactivity) and any modification in the selection of the level or
cluster within level is updated on the remaining views. Continuing with Example B
of Fig. 6, we can open the view that combines dendrogram and microarray from
button “Dendrogram” of the task bar of this figure. The dendrogram is shown in
Fig. 11. This figure provides an overall view of the clusters formed in the process of
grouping. Note that the current cluster is underlined. Moreover, the value in the
intersection of each row and column is shown when the mouse pointer is over it.
In general, these values are shown for all views with microarray. Additionally, in
option “Data Table” of menu “View” in the task bar of the tool main window we can
display the data set values in form of matrix.

| £ Microarray Window EI@

NN QR et e i

B
Col 15: 1.064

= Current cluster
Fig. 11: Combination of dendrogram and microarray. Current cluster of Fig. 6 is shown.

The following view shown in Fig. 12 is generated by pressing button “Microarray
Comparison” of the task bar in Fig. 6. This figure shows a comparison of the
original data set with regard to the ordered one by the applied clustering method.
Note that the red lines between both microarrays relate the position of each gene
of the current cluster of the ordered microarray with the position of the same
genes but in the original microarray. All the above allow seeing how genes in the
original microarray were organized to create grouping structures.

10



& Compare MicroArrays EI@

g =5 =" # °©o " O

e 220 =3 0

Fig. 12: Comparison of the original microarray with the one ordered by the Diana method.

To conclude on different microarray views, Fig. 13 shows a combination of parallel
coordinates on samples of the genes of the active cluster in Fig. 6. This figure
represents a zooming of the current microarray and makes a validation of cluster
quality with regard to parallel coordinates on the samples. Note that each of the
four views means a different way of visual cluster analysis.

11



| £:| Parallel Coordinates Window

(o [& /sl
cl c2 c3c4 ¢5 c6 c7 c8 c9 cl0 cllcl2cl3cldcl5el6c17c18c19c20c21c22c23c24¢25¢26¢27¢28¢29¢30c31
* & & & & & & & & & & & & & 5 " & & B " B

1
/N

| S
E;X?%~a£§é¢§:§? S SN é§

A
Y

g3

026

g31
g36

Fig. 13: Comparison of a cluster in form of microarray (genes x samples) with regard to the sample
parallel coordinates.
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3D SCATTER PLOT VIEWS

The 3D scatter plot view is also linked to the previously analyzed views, and
provides a set of functionality such as: different representations (in form of points)
of the whole data set according to the level chosen in the main window,
comparison of a reference partition (as 3D surfaces) of the data set with the
current clustering (as 3D points), computation of boundary gene-points of the
current cluster, different 3D surface reconstructions of the current cluster among
others.

In order to show the reliability of the scatter plot view, we have chosen Example C,
which has a reference partition of the data set. This example yields the following
microarray view of Fig. 14. The dendrogram of this example is shown in Fig. 15.

- Visualization - CellCycle_DianaAv384d7_dendo.bt E@

Menu View Scatter Plot | 3D Plot Boundary Points Parallel Coordinates MicroArray Dendrogram Color

Fig. 14: Main window microarray view of Example C.

Fig. 16 shows a representation in form of points of the used data set in a 3D scatter
plot view (applying Principal Component analysis). Points in the same cluster are
painted in the same color, whereas points in different clusters are painted in
different colors. Each point represents a gene of the data set. The gene name
associated to a point can be seen putting the mouse pointer over that point in the
scatter plot.

13



| £ Microarray Window E@

IF "]TH\T: il Mﬁi

.|.

I

Fig. 15: Dendrogram and microarray view of Example C.

| £/ Scatter Plot 3D (a) ,?!EE‘@

) Ref Settings | [v] 3D Coords [v] Labels [v]Ref. Part [v] Shape Cluster [v] Cluster |Solid ‘v[POLYGON_ARRAY w | Transparency: - 70 + [ ToFront

Fig. 16: 3D scatter plot of the data set of Example C. Each cluster of the current clustering of Fig. 14
is shown in a different color.
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Additionally, menu “View” of the task bar of the main window provides three
forms of showing the current cluster:

1. option “Change Shape Cluster”: points of the current cluster shown in form

of cubes as in Fig. 16;

2. option “Compare Clusters”: points of the current cluster shown in a color
and the remaining points shown in another color (Shown in Fig. 17);

3. and option “Show Cluster” shows only the points of the current cluster

(insulating the current cluster ) as in Fig. 18.

| £ Scatter Plot 3D ‘AHE‘@
1+ [_] ToFront

) 1 Ref Settings v| 3D Coords Labels [v|Ref. Part [v| Shape Cluster [v] Cluster |Solid viPOLYGOH_ARRAY w | Transparency: - O

Fig. 17: Points in the current cluster are shown of a different color and shape of the remaining
points.

Boundary Points and Surface Reconstruction of a Cluster:

Boundary points (boundary genes) of a cluster can be computed in three ways,
which provide three different cluster boundaries according to the selected radio as
shown in Fig. 19. This window is shown from option “Boundary Points” of the task
bar in the main window. The result of applying the algorithm of computing
boundary points of a cluster according to selected radio is shown in Fig. 20. Note
that passing from maximum radius to minimum radius, the number of boundary
points increases; in fact that increases the accuracy of the boundary of a cluster.

15



Fig. 18: Only points of the current cluster are displayed.

(£ Boundary Points Setings £X

& Maximum Radius
Minimum Radius
Mean Radius

Hon Radius

Cancel OK

Fig. 19: Different radios to reconstruct the cluster boundary.

The boundaries of the cluster of Fig. 20 generate the 3D surfaces of Fig. 21, which
display a cluster in form of surface. Additionally, we can choose three types of
triangulation (for each radio) to reconstruct the surface of a cluster as shown in
the task bar of the Fig. 16. The surfaces of Fig. 21 were reconstructed using
triangulation “POLYGON_ARRAY". The remaining  triangulations
“TRIANGLE_FAN_ARRAY” and “TRIANGLE_STRIP_ARRAY” are shown in Fig. 22 by
selecting option “Mean Radius” of Fig 19. The three types of triangulations are also
shown in Fig. 23 but in form of lines on the boundary points of the cluster.

Options “Point” (Fig. 20), “Solid” (Fig. 21) and “Lines” (Fig. 23) can be selected in
option a) of the task bar of Fig. 16, after computing the boundary of the cluster.
Note that through the scatter plot we offer three additional ways of displaying a
cluster with respect to previous visualizations: a cluster displayed trough its points
(Fig. 18), boundary points (Fig. 20) or shape (Fig. 21).

16



Fig. 20: Three types of boundaries for a gene cluster, boundary genes marked in blue color.

Fig. 21: 3D surfaces (POLYGON_ARRAY triangulation) representing the same cluster of Fig. 20
according to the selected radio.

17



Fig. 22: 3D surfaces of the cluster of Fig. 19 with a different triangulation using option “Mean
radius”.

Fig. 23: Representation of the shape of a cluster through the lines connecting boundary points.

18



Reference Partition and Clusters:

One of the main applications of the cluster surface reconstruction based on
boundary points in this paper is representing reference partitions. There are
several statistical indicators to compare a clustering with a reference partition;
however, there is no visual approach to make this comparison. Each cluster of the
reference partition of Example C is represented through a 3D surface (shown in
Fig. 24). Clusters of a reference partition are called partitions.

Partition 1 Partition 2 Partition 3

Partition 4 Partition 5

Fig. 24: Clusters (partitions) of the reference partition of Example C in form of translucent 3D
surfaces.

Note that comparing a reference partition with a clustering we can verify the
degree of agreement between both or simply, verify the results of statistic
measures. This way, we can visually choose the level of a dendrogram which
better approximates the reference partition. Each surface-partition can be selected
(or unselected) from option “Ref Settings” of the task bar of Fig. 16, which shows
the window of Fig. 25.

r- "

| £:| Reference Part Settings @

Partition 1
Partition 2
Partition 3
Partition 4

Partition 5

Fig. 25: Displays each surface-partition of the reference partition on the scatter plot.

Fig. 26-a) displays a cluster that will be compared with the partitions of reference
partition to choose the one which is the most similar to the cluster.
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Cluster

Boundary points of the cluster and Partition 2

Match between the surface
of the cluster and Partition 2

Fig. 26: Displays the similarity between a gene cluster and a partition of the reference partition.

Surface of the cluster

As shown in Fig. 26-b), Partition 2 shows a high degree of similarity with respect to
the boundary points of the selected cluster; thus, the remaining points of the
cluster will be within of the surface of Partition 2. Fig. 26-c) shows the surface of
the cluster which is very similar to surface-partition 2 and finally, Fig. 26-d) shows
an almost perfect matching between Partition 2 and the surface of the selected
cluster. This shows the selected cluster is a good one according to reference
partition. Note that the above analysis can be done for any other cluster of the
clustering selected on the dendrogram of the tool main window.

To summarize, we can say that the most important contributions of our tool focus

on the scatter plot, where the knowledge discovery process of the remaining views
can be improved by using it.
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