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Abstract. The evaluation of knowledge is a very challenging task, which generally ends up being done by humans. Despite less prone to errors, manual evaluation is hardly repeatable, time-consuming and sometimes subjective. In this paper, we propose to quantify relational triples automatically, exploiting popular distributional similarity measures. In the first experiment, we used these measures to quantify triples according to the co-occurrence of their arguments in text. In the second, we attached textual patterns denoting their relation and used the Web to validate them. In both experiments some scores revealed to be highly correlated with the quality of the triples.

1 Introduction

Tasks like information extraction (IE) or information retrieval (IR), where is necessary to understand the interactions between the words of a language and its meaning, lead to the creation of broad-coverage computational semantic resources, like lexical ontologies (e.g. Wordnet [10]). However, the creation and maintenance of this kind of resource involves too much human work. Therefore, during the last decades, there have been several attempts to discover knowledge automatically from text (see for instance [16] [4] [21] [6]). These approaches have been applied to different types of text, and the lexical-semantic knowledge has been extracted from structured resources, like dictionaries [13], or non-structured resources, like corpus [4]. Regardless the kind of knowledge, IE systems generally acquire entities (e.g. \( e_1, e_2 \)) and relations between them, represented as triples \( (e_1, r, e_2) \), where \( r \) identifies the type of relation.

Knowledge discovered automatically is useful to create or to enrich existing ontologies, however its evaluation is quite a challenging task, especially when dealing with broad-coverage open-domain knowledge. Even though time-consuming, hardly repeatable and sometimes subjective, manual evaluation of a representative set of knowledge is the most common choice (as in [4] [21]).

Nevertheless, an alternative is to search, in large collections of text, for support on the knowledge to be evaluated. Since a semantic relation can be denoted by several textual patterns the quality of a triple can be extrapolated by: simply using IR measures to assign a value to its entities according to their co-occurrences in a collection of documents; or, based on the frequency of its entities connected by one or more patterns denoting its relation in the Web.
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This goal of this work is to analyse the benefits of applying measures based on the occurrence of words in documents to a set of relational triples. First, we start by using some well-known measures for weighting semantic triples extracted from Portuguese text. Then, considering the results from the first experiment, the similarity measures are adapted and, instead of looking for occurrences of the entities alone, they are used to search for these entities connected by textual patterns denoting semantic relations. Our assumption is that the scores given by the measures can be used to filter incorrect or less probable triples.

The work described here fits in a project [11] which has the goal of automatically constructing a lexical ontology for Portuguese.

This paper is organised as follows: in section 2 well-known IR similarity measures are introduced; in section 3 we present the correlation values between the measures and manual evaluation; then, in section 4 we propose and assess an evaluation method; finally, before concluding (section 6), we refer some related work (section 5).

2 Similarity Measures

Among IR methods, we can find statistical approaches based on the occurrence of words in documents. Having in mind the distributional hypothesis [15], which assumes that similar words tend to occur in similar contexts, these methods are suitable, for instance, to find similar documents based on the words they contain or to compute the similarity of words based on their co-occurrence (see 2.1).

Another popular methods for computing the semantic similarity of words involves mathematical models based on the distribution of words in large corpora, such as the World Wide Web (see 2.2).

In this section, we present common similarity measures. Some of them are simple adaptations of popular co-occurrence measures. In their expressions:

- $e_i$ and $e_j$ correspond to entities, which can be words or expressions;
- $C = (d_1, d_2, ..., d_{|C|})$ is a collection of documents used to calculate the metrics;
- $|C|$ correspond to the number of documents contained by the collection $C$;
- $P(e_i)$ is the number of documents $(d_n \in C)$ where $e_i$ occurs;
- $P(e_i \cap e_j)$ is the number of documents where $e_i$ and $e_j$ co-occur;
- and $N$ is the total number of pages indexed in the corpus$^1$.

2.1 Corpus-based Similarity Measures

The measure of Cocitation (expression 1) was first presented in [23] as a similarity measure between scientific papers, after analysing their references. However, it has been applied to other contexts like the similarity between Web pages [7].

We have adapted this expression to measure the similarity between entities, where $P(e_i \cap e_j)$ is the number of documents containing both entities $(e_i, e_j)$ and $P(e_i \cup e_j)$ is the number of documents containing at least one of the entities.

$$\text{Cocitation}(e_i, e_j) = \frac{P(e_i \cap e_j)}{P(e_i \cup e_j)} \quad (1)$$

$$w(e_i, d_j) = (1 + \log_2 f(e_i, d_j)) \times \log_2 \left( \frac{|C|}{P(e_i)} \right) \quad (2)$$

$^1$ In case of Google, can be roughly estimated to $10^{10}$ [2].
TF-IDF (expression 2) is a popular measure in IR which weighs \( w(e_i, d_j) \) the relevance of a term \( e_i \) in a document \( d_j \), \( w(e_i, d_j) \). Also, in the following expression, \( f(e_i, d_j) \) is the frequency, or the number of times \( e_i \) occurs in \( d_j \).

LSA [8] is a measure typically used to rank documents according to their relevance to a query. Using this measure, higher ranked documents, which have higher cosine values, are those containing entities more similar to the query. In the calculation of LSA, the weight of each entity in a document \( w(e_i, d_k) \) and \( w(e_j, d_k) \) can be obtained using TF-IDF, the number of occurrences of \( e_i \) in \( d_k \), or other method to compute the relevance of a word in a document.

\[
Lsa(e_i, e_j) = \frac{\sum_{k=1}^{C} w(e_i, d_k) \cdot w(e_j, d_k)}{\sqrt{\sum_{k=1}^{C} w^2(e_i, d_k)} \cdot \sqrt{\sum_{k=1}^{C} w^2(e_j, d_k)}}
\]

Lin [18] proposes a measure which does not assume any kind of domain model as long as it has a probabilistic model and is not defined directly by a formula. Still, the measure is derived from a set of assumptions on similarity – the similarity between two objects is the ratio between the information common to both of the objects and the information needed to describe each one of them. Expression 4 is Lin’s measure applied to the similarity of two terms, based on their distribution in a corpus. There, the information common to both terms is given by the documents where they co-occur and the information needed to describe them is the sum of the documents where each term occurs.

\[
\text{Lin}(e_i, e_j) = \frac{2 \log P(e_i \cap e_j)}{\log P(e_i) + \log P(e_j)} \tag{4}
\]

PMI [17] is a measure to capture the strength of the relationship between two words. It is based on the observation that words that co-occur in the same documents are more likely to be semantically related than two words that do not co-occur. Expressions 5 and 6 are PMI-based measures that capture the strength of the relationship between two words. In expression 6, the number of occurrences of \( e_i \) in corpus \( C \) is given by \( O(e_i, C) = \sum_{j=1}^{N} f(e_j, C) \), where \( O(e_i, C) \in N \). Expression 7 computes the similarity between entities \( e_i \) and \( e_j \).

\[
\text{sim}(e_i) = -\log \left( \frac{(O(e_i, C)}{O(e_i, C)} \right) \tag{6}
\]

\[
\sigma(e_1, e_2) = \text{sim}(e_1) \cdot \text{sim}(e_2) \tag{7}
\]

2.2 Web-based Similarity Measures

WebJ measure (expression 8) is an adaptation of the Jaccard coefficient. WebO measure (expression 8) is a measure of the overlap between two entities.

\[
\text{WebJ}(e_1, e_2) = \frac{f(e_1 \cap e_2)}{f(e_1) + f(e_2) - f(e_1 \cap e_2)} \tag{8}
\]

\[
\text{WebO}(e_1, e_2) = \frac{f(e_1 \cap e_2)}{\min(f(e_1), f(e_2))} \tag{9}
\]
The WebOverlap (WebO) (expression 9) and WebDice (WebD) (expression 10) measures are two variations of the WebJ, respectively for measuring the overlap and the mean overlap of two sets. More precisely, the Overlap minimises the effect of comparing two objects of different sizes, so the number of co-occurrences is divided by the lowest number of page counts, \( \min(P(e_i), P(e_j)) \).

\[
\text{WebD}(e_1, e_2) = \frac{2 \cdot P(e_1 \cap e_2)}{P(e_1)+P(e_2)} \quad (10)
\]

\[
\text{WebP}(e_i, e_j) = \log_2 \left( \frac{P(e_i \cap e_j)}{P(e_i) \cdot P(e_j)} \right) \cdot N \quad (11)
\]

The WebP measure (expression 11) stands for PMI and quantifies the statistical dependence between two entities [24]. If entities \( e_1 \) and \( e_2 \) are statistically independent, the probability that they co-occur is given by \( P(e_1) \cdot P(e_2) \). On the other hand, if they tend to co-occur, \( P(e_1 \cap e_2) \) will be higher than \( P(e_1) \cdot P(e_2) \), and the PMI will thus be greater.

The Normalised Web Distance (NWD, in expression 12) [5] measures the distance of two entities, based on their co-occurrences on the Web. Therefore, if the entities always co-occur, this means they are very similar and NWD is 0. On the other hand, although NWD most of the times ranges from 0 to 1, if the entities never co-occur, NWD is \(+\infty\). For using NWD to obtain the similarity of two entities, we need to invert the distance and bound it to the [0-1] range [14], in a measure that we will call Normalised Web Similarity (NWS, expression 12).

\[
NWS(e_1, e_2) = e^{-2 \cdot \text{NWD}(e_1, e_2)} = e^{-2 \cdot \frac{\max(\log P(e_1), \log P(e_2)) - \log P(e_1 \cap e_2)}{\log N - \min(\log P(e_1), \log P(e_2))}} \quad (12)
\]

3 Using Similarity Measures to Weight Triples

This experiment analyses the benefits of applying metrics based on the occurrence of words and their neighbourhoods in documents to a set of relational triples automatically extracted from corpora. The extraction method uses the Onto.PT grammars, available though http://ontopt.dei.uc.pt.

3.1 Experiment set-up

Through this experimentation we have used the part-of-speech annotated version of the CETEMPÚplico corpus [22], provided by Linguateca\(^2\), containing text from the newspaper Público, published between 1991 and 1998.

We used only the first 28,000 documents of CETEMPÚplico, which contain 30,100 unique content words (considering only nouns, verbs and adjectives) and results in approximately 1 million of word-in-document relations.

A relational database, which can be seen as an occurrence matrix, was used to store this information and also the TF-IDF of all words. This occurrence matrix provides: (i) the number of documents, \( d_k \); (ii) the number of times the word \( w_i \) occurs; (iii) the documents where \( w_i \) occurs; (iv) the number of words in \( d_k \), \( N_{d_k} \); (v) the total number of words in the corpus, \( N \); and (vi) the relevance \( R_{w_i} \) of the

\(^2\)http://www.linguateca.pt
word \( w_1 \) in the corpus. With this information we can calculate the co-occurrence between \( w_1 \) and \( w_2 \) and the number of times both occur \( P(w_1 \cap w_2) \).

For experimentation purposes, the extraction method was also performed over the first 50,000 documents of CETEMPúblico and a total amount of 16,956 triples was obtained, more precisely 270 synonymy triples, 9,365 hypernymy, 1,373 part-of, 2,660 cause-of, and 3,288 purpose-of triples.

### 3.2 Application of the metrics

The distributional metrics referred in section 2.1, were implemented and normalised to fit the interval [0-100]. For instance, PMI-IR was normalised based on Bouma’s [3] proposal. Also, calculation of the weights \( w(e_i, d_k) \) in the LSA expression (3) was done by two different methods: the number of occurrences of entity \( e_i \) in the document \( d_k \) (LSA_o) and TF-IDF (LSA_t).

Each distributional metric was applied to the triple set, \( T \), in the following manner: for each triple \( t_i = (e_1, r, e_2), t_i \in T \), the distributional similarity between \( e_1 \) and \( e_2 \) was computed. For multi-word entities, the metrics were applied between each word of one entity and each word of the other, excluding stopwords, in order to calculate the average similarity value.

To evaluate the correlation of the results, we selected random samples for each type of relation. The samples’ sizes took the type of relation into consideration and were used 1,156 triples, which were divided into ten random samples, each one evaluated by one of ten human judges.

Each human judge was asked to assign one of the following values to each triple, according to its quality: (0), if the triple was completely incorrect; (1), if the triple was not incorrect but something was missing in one or both of its arguments or the relation was very generic; or (2), if the triple was correct.

The samples contained several incorrect triples (e.g. 261 hypernymy triples were assigned with (0), 96 with (1) and 146 with (2)). Nevertheless, we were more interested in the correlation between the manual evaluation and the output values given by the metrics.

### 3.3 Manual evaluation versus Distributional measures

In order to observe the relationships between the manual evaluation and the output values given by the metrics, the correlation coefficients between them were computed and are shown in table 1. It is possible to observe that most metrics are strongly correlated with the quality of the triples, except for synonymy. This happens because all metrics, except \( \sigma \), are based on co-occurrences and, in corpora text, synonymy entities, despite sharing very similar neighbourhoods, may not co-occur frequently in the same sentence [9] or even in the same document because they are alternative names for the same things. This might also be the reason for the low correlation coefficients with \( \sigma \), which is based on the relevance of the terms.

Higher correlation coefficients are obtained for the hypernymy relation with the metrics of PMI, LSA and Cocitation, which suggests that hyponyms and their hypernyms tend to co-occur more frequently than causes or purposes. Also,
there are more ways to denote the later relations in corpora text which led to less extracted and more incorrect triples. This is in conformity with an experience [12] where patterns denoting these relations were looked for in CETEMPúblico to validate semantic triples included in the lexical resource PAPEL\textsuperscript{3}. On the other hand, part-of relations have good correlation coefficients with Lin’s measure and LSA. Also, worth noticing that, the obtained values for LSA calculated with the occurrences of the entities (LSA\textsubscript{o}) are very similar to the ones calculated with the TF-IDF (LSA\textsubscript{t}). However, calculating the number of occurrences of a term in a document is much faster than computing the TF-IDF.

<table>
<thead>
<tr>
<th>Relation</th>
<th>Cocitation</th>
<th>LSA\textsubscript{0}</th>
<th>LSA\textsubscript{t}</th>
<th>PMI</th>
<th>Lin</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypernymy</td>
<td>0.58</td>
<td>0.38</td>
<td>0.38</td>
<td>0.46</td>
<td>0.41</td>
<td>0.08</td>
</tr>
<tr>
<td>Part-of</td>
<td>0.15</td>
<td>0.19</td>
<td>0.15</td>
<td>0.21</td>
<td>0.39</td>
<td>0.22</td>
</tr>
<tr>
<td>Synonymy</td>
<td>-0.06</td>
<td>-0.02</td>
<td>-0.02</td>
<td>0.11</td>
<td>0.00</td>
<td>0.19</td>
</tr>
<tr>
<td>Causation</td>
<td>0.09</td>
<td>0.01</td>
<td>0.01</td>
<td>-0.03</td>
<td>0.07</td>
<td>0.18</td>
</tr>
<tr>
<td>Purpose</td>
<td>0.02</td>
<td>0.09</td>
<td>0.01</td>
<td>0.18</td>
<td>0.00</td>
<td>0.10</td>
</tr>
</tbody>
</table>

4 Using the Web to Validate Triples

This experiment analyses how well the Web distributional measures suit the task of validating semantic relations. To this end, the measures presented in section 2.2, were adapted to quantify the similarity of the entities attached to textual patterns denoting semantic relations. Then, we performed an information retrieval task, where these measures are used to identify the correct triples.

4.1 Experiment set-up

We developed a system that implements all the measures, using Google as the Web Search Engine. Having in mind the validation of semantic relations, we followed previous hints [20] and adapted the measures to quantify the similarity between entities connected by patterns expressing semantic relations. This means that, for validating the triple \(t = (e_1, r, e_2)\), we select a pattern indicative of relation \(r\), \(\pi_{ri}\), and do the following in the expressions of the measures:

- \(P(e_1)\) is the number of search engine results for the query: “\(e_1 \pi_{ri}\)”;
- \(P(e_2)\) is the number of search engine results for the query: “\(\pi_{ri} e_2\)”;
- \(P(e_1 \cap e_2)\) is the number of search engine results for the query: “\(e_1 \pi_{ri} e_2\)”.

Therefore, we created a set of indicative patterns for the relations we were validating, hyponymy and part-of. To increase the coverage of our patterns, we used not only those conveying the direct relation, but also the indirect.

Since semantic relations can be expressed by several different textual patterns, we could not select one best pattern. So, we decided to use two sets, \(H_h\)

---

\textsuperscript{3} In that experience, only 4% and 10% of causes and purposes were respectively confirmed, against 18% and 22% of confirmed hypernymy and meronymy instances.
and $H_r$, consisting of the most frequent patterns for the studied relations, namely hyponymy and part-of. Furthermore, as the measures accept only one pattern at once, we computed the final scores by four distinct methods. Considering that $H_r$ has all the patterns for relation $r$, we sort a list, $S_m : |S_m| = |H_r|$, containing the scores given by a similarity measure $m$, with each pattern $π_{ri} ∈ H_r$, such that the best score is in $S_{m1}$. The final score is then given by:

- using simple co-occurrence, without including the patterns in the expressions (NP), used as a baseline;
- the score of the best pattern (B), $S_{m1}$;
- the average of the scores given by the two best patterns (2B), $S_{m1} + S_{m2}/2$;
- the average of the scores given by all patterns (Av), $\sum_{i=1}^{\left|S_m\right|} S_{mi}/\left|S_m\right|$.

To this purpose, we have used WordNet 2.0\footnote{Available through \url{http://wordnet.princeton.edu}} to collect two sets of hyponymy and part-of triples. In order to reduce noise due to ambiguities, we took advantage of the organisation of WordNet, which has the synsets ordered by the most frequent senses of the words and created the sets in the following way: we selected all the relation instances between synsets which are the first sense of their most frequent word, then for each of the latter, we defined relational triples held by the first word in the connected synsets. The final sets, contain 1100 hyponymy triples and 1100 part-of triples, set $H$ and $P$ respectively.

Sets $H$ and $P$ contained only correct triples, but regarding we needed incorrect triples, we created a third set, $I$, with 1010 random pairs of words, which we made sure to be not related by hyponymy or by part-of.

### 4.2 Identification of correct triples

In this experiment, we performed an information retrieval task, where the measures were used to filter incorrect triples automatically from our dataset. Besides the similarity measures (see section 2.2), we have used two simpler measures. One considers the number of page counts (nHits). The other marks the triple as correct if there is at least one page count for $P(e_1 \cap e_2)$, using no pattern (NP), one pattern (B), or two patterns (2B) (hasHits). According to the score returned by each measure, we tested several cut points ($θ$), and selected only the triples with a score higher than $θ$. Then, we computed the precision, recall and $F_1$ for measuring the quality and the quantity of triples selected.

For each measure, table 2 presents the best $F_1$ scores (in %) and the respective $θ$. These values are presented, first, using only the correct and incorrect triples ($C + I$), and then adding the triples with the wrong relations ($C + I + WR$), which, for this task, were considered to be incorrect. This way, we compare how the similarity measures behave ideally or in a more realistic scenario, where, sometimes, extracted triples only fail on identifying the type of the relation.

Even though some we had observe low correlations in our experiments, most of them achieve high $F_1$, and significantly improve the baseline. Yet, the best $F_1$ measure without the triples with the wrong relation is achieved by the WebP using the two best patterns, with $θ = 16$ for hyponymy and $θ = 33$ for part-of. On
### Table 2. Best $F_1$ measures and respective $\theta$.

<table>
<thead>
<tr>
<th>R</th>
<th>WebJ</th>
<th>WebO</th>
<th>WebD</th>
<th>WebP</th>
<th>NWS</th>
<th>hasHits</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>$\vartheta$</td>
<td>F1</td>
<td>$\vartheta$</td>
<td>F1</td>
<td>$\vartheta$</td>
<td>F1</td>
</tr>
<tr>
<td>NP</td>
<td>70.5</td>
<td>1E</td>
<td>68.5</td>
<td>1E</td>
<td>77.5</td>
<td>2E</td>
</tr>
<tr>
<td>B</td>
<td>94.9</td>
<td>2E</td>
<td>68.5</td>
<td>0</td>
<td>95.4</td>
<td>2E</td>
</tr>
<tr>
<td>2H</td>
<td>94.1</td>
<td>2E</td>
<td>68.5</td>
<td>0</td>
<td>95.4</td>
<td>2E</td>
</tr>
<tr>
<td>Av</td>
<td>86.3</td>
<td>2E</td>
<td>68.5</td>
<td>0</td>
<td>90.9</td>
<td>2E</td>
</tr>
<tr>
<td>NP</td>
<td>91.5</td>
<td>2E</td>
<td>68.5</td>
<td>1E</td>
<td>93.7</td>
<td>2E</td>
</tr>
<tr>
<td>B</td>
<td>94.1</td>
<td>2E</td>
<td>80.7</td>
<td>0</td>
<td>96.2</td>
<td>2E</td>
</tr>
<tr>
<td>2H</td>
<td>93.8</td>
<td>2E</td>
<td>75.6</td>
<td>0.05</td>
<td>93.8</td>
<td>2E</td>
</tr>
<tr>
<td>Av</td>
<td>86.7</td>
<td>2E</td>
<td>68.5</td>
<td>0</td>
<td>90.3</td>
<td>2E</td>
</tr>
<tr>
<td>NP</td>
<td>51.0</td>
<td>1E</td>
<td>51.0</td>
<td>1E</td>
<td>51.0</td>
<td>1E</td>
</tr>
<tr>
<td>B</td>
<td>75.4</td>
<td>2E</td>
<td>54.7</td>
<td>2E</td>
<td>75.3</td>
<td>2E</td>
</tr>
<tr>
<td>2H</td>
<td>74.8</td>
<td>2E</td>
<td>51.1</td>
<td>0</td>
<td>74.9</td>
<td>5E</td>
</tr>
<tr>
<td>Av</td>
<td>72.7</td>
<td>2E</td>
<td>51.1</td>
<td>0</td>
<td>75.1</td>
<td>2E</td>
</tr>
<tr>
<td>NP</td>
<td>70.6</td>
<td>2E</td>
<td>70.7</td>
<td>2E</td>
<td>70.7</td>
<td>2E</td>
</tr>
<tr>
<td>B</td>
<td>65.5</td>
<td>2E</td>
<td>62.1</td>
<td>2E</td>
<td>65.2</td>
<td>2E</td>
</tr>
<tr>
<td>2H</td>
<td>65.4</td>
<td>2E</td>
<td>59.4</td>
<td>0.05</td>
<td>65.6</td>
<td>2E</td>
</tr>
<tr>
<td>Av</td>
<td>59.7</td>
<td>2E</td>
<td>51.0</td>
<td>0</td>
<td>62.3</td>
<td>2E</td>
</tr>
</tbody>
</table>

the other hand, when the triples with the wrong relation are added, WebP is still the best for part-of triples. Using only the best pattern with $\vartheta = 42$, it achieves 86.9% $F_1$ scores. WebP is, however, worse for hyponymy, where WebJ, WebD and NWS outperform it in this order. In the latter scenario, all $F_1$ measures are lower, around 75%, which is still good, considering that, sometimes, if we change the type of a relation from hyponymy to part-of, we still get acceptable relations, as the following situation: economy hyponym-of system and economy part-of system.

## 5 Related Work

Classical IE systems rely on textual patterns that frequently denote semantic relations (see [16]). However, some trade-off is often needed in the selection of patterns because, on the one hand, some of them occur rarely and, on the other hand, the most frequent are usually ambiguous. In order to increase the recall and to minimise the effort needed to encode the patterns, state-of-the-art IE systems typically have a (weakly) supervised pattern learning component (e.g. [21]), which, nevertheless, is prone to extract more noise.

Therefore, some mathematical models have been proposed to filter incorrect triples [4] or to estimate the reliability of learned patterns [21]. This leads directly to higher precision and, eventually by using more ambiguous patterns, higher recall. Having in mind the distributional hypothesis [15], these filters are generally based on distributional similarity measures, which quantify the similarity of words according to their distribution in large corpora.

In the last decade, the Web became an attractive target for the extraction of huge quantities of knowledge (e.g. in [6] [1]). Furthermore, the Web became a very interesting “resource” for quantifying and validating knowledge extracted automatically, not only because of its size, variety of subjects and redundancy, but also because web search engines provide an efficient interface.

So, distributional similarity measures were adapted for the Web and were used, for instance, to rank semantic relations [6]. They have also been exploited
as features and combined with lexical patterns indicating synonymy in a robust metric which was claimed [2] to outperform all web-based similarity metrics.

PMI-IR [24] is a popular measure for searching the Web for pairs of similar words. Variations of the PMI have been used to reduce the noise in information extracted from the Web [1]. However, in the latter works, the similarity measures were adapted and, instead of searching for the entities alone, they were used to measure the similarity between the entities and indicative patterns. The obtained scores can thus be exploited to assess the likelihood of the triples or the quality of the patterns.

More than assigning probabilities, the similarity measures can take advantage of the redundancy of the Web to validate knowledge, including not only semantic triples, but also question-answer pairs [19].

6 Concluding Remarks

We have performed several experiments to confirm if similarity measures are well suited to filter wrong or less probable and validate semantic relations. Firstly, we have shown that it is possible to use these measures to quantify triples according to the co-occurrence of their arguments in text. Then, we performed an information retrieval task consisting of the identification of correct triples, based on the scores of the measures, where all the measures had got $F_1$ scores. The results obtained are promising and we believe that the best performing measures can be used as an alternative to manual evaluation of relational triples, extracted automatically from textual resources.
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