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Resumo

Serviços e componentes de serviço têm se tornado os principais elementos em interações
entre provedores e consumidores de serviços. Independentemente do tipo de serviço,
eles podem estar dispersos entre provedores na grande “nuvem” que atualmente a
Internet representa. Serviços estão no núcleo de negócio dos provedores e demandam
gestão especial, de forma a permitir exposição máxima à potenciais clientes. Para
alcançar esse objetivo, provedores de serviço podem auto-organizar-se em uma rede
de sobreposição de serviços (SON). Entretanto, embora esta abordagem melhore as
chances de aumento da fatia de mercado de um provedor, ela também apresenta
algumas questões. Uma delas, a busca de serviços obedecendo requisitos espećıficos é
um problema desafiador. Além disso, a busca pelo melhor provedor de serviço é da
mesma forma uma demanda desafiadora.

Por estas razões, esta tese lida com os problemas da busca e seleção de serviços em
um ambiente de larga escala organizado como uma rede de sobreposição de serviços
(SON) sobre a Internet. Nesse contexto, uma arquitetura chamada Management
Architecture for P2P Service Overlay Networks (OMAN) é proposta. OMAN oferece
habilidades avançadas de busca e localização de serviços através da utilização da
agregação de serviços e localização geográfica em ńıvel da SON. Baseda na OMAN,
esta tese apresenta as seguintes principais contribuições: i) a arquitetura OMAN
dispobilizando um ambiente para oferecimento de serviços; ii) representação flex́ıvel
de serviços; iii) mecanismo otimizado para busca de serviços; iii.1) proposta de um
protocolo para busca de serviço em P2P SON; iv) mecanismo para a seleção do melhor
provedor de serviço.

Simulações foram executadas de forma a avaliar a arquitetura OMAN tendo em
conta seus principais componentes em vários cenários de diferentes tamanhos de P2P
SON. Particularmente, o Aggregation Service (AgS) e o Best Peer Selection Service
(BPSS) são avaliados de acordo com seus desempenhos. Os resultados das simulações
são apresentados e discutidos nessa tese. Estes resultados satisfazem o pricipal objetivo
desta tese, atingido pela arquitetura OMAN, que é disponibilizar um eficiente e
dinâmico ambiente multi-provedor sobre a Internet para o oferecimento de serviços.
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Abstract

Services and service components are becoming the main elements in interactions
between service providers and service consumers. These services might include content,
connectivity or complementary services. Regardless of which kind of services, they can
be dispersed among providers on the big cloud which the Internet currently represents.
As they are main elements, the services are in the business core and require special
handling of the strategies and mechanisms involved to allow their maximum exposure
to potential clients. To accomplish this, service providers can self-organize in a Service
Overlay Network (SON). However, even though this approach is more likely to lead to
an increase in market share, it also raises some key issues. In particular, the search of
services regarding particular requirements is a challenging concern. Moreover, finding
the best service provider among those that match all the searching parameters is a
demanding issue as well.

For these reasons, this thesis addresses the problems of providing an efficient search
and selection of services in a large-scale environment, organized as a Service Overlay
Network (SON) over the Internet. An architecture called Management Architecture for
P2P Service Overlay Networks (OMAN) is put forward which offers advanced abilities
in service searching and location through the employment of service aggregation and
geographical location at the SON level. On the basis of the work carried out, this
thesis presents the following main contributions: i) the OMAN architecture that
provides an environment for services offering; ii) a flexible representation of services;
iii) an optimized service search mechanism; iii.1) a proposal of a service searching
protocol for P2P SON; iv) a best service provider selection mechanism.

Simulations were performed to evaluate the OMAN architecture regarding its main
components in several scenarios involving different sizes of Peer-to-Peer SON (P2P
SON). In particular, the Aggregation Service (AgS) and Best Peer Selection Service
(BPSS) were examined to assess their performances. The simulation results are
presented and discussed in this thesis and were found to satisfy the main objective
of this thesis which is to make available (with the support of OMAN) an efficient and
dynamic multi-provider environment for services offering on the Internet.
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Questions are the creative acts of intelligence. . . .

Frank Kingdon
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Chapter 1

Introduction

This thesis addresses the problem of providing efficient search and selection of services

in a large scale environment structured as Service Overlay Networks (SON) over the

Internet. The proposed approach aims to optimize the management of service offerings

that are made available by service providers. As a result, they can reach customers

beyond their own administrative domains and thus ensure that their costs are shared.

By adopting this approach, customers, in turn, are able to execute an optimized search

for required services and retrieve the best peer providing the service. This approach

was adopted in the context of the Management Architecture for P2P Service Overlay

Networks (OMAN).

OMAN is an architecture developed at the Laboratory of Communications and

Telematics (LCT) of the University of Coimbra and is designed to make available a set

of software modules that are responsible for providing an environment facing several

aspects of services management. In particular, the Aggregation Service (AgS) and Best

Peer Selection Service (BPSS) are designed to allow efficient service searching in the

context of multi-domain Peer-to-Peer (P2P) Service Overlay Networks (SON), and the

selection of the best peer for providing a particular service.

This Chapter is structured as follows: Section 1.1 addresses some of the problems

arising from inter-domain service offering and discusses the driving-force behind the

development of AgS and BPSS. Section 1.2 sets out the objectives of this thesis and

the contribution it seeks to make to this research field, while Section 1.3 outlines the

main findings of the thesis.
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Introduction

1.1 Motivation and Problem Statement

The Internet is the driving-force behind new business perspectives in the world of

Information Technology (IT). Its ubiquity and user-friendliness give service providers

(network providers, content providers, and service providers) an opportunity to increase

their share of the market by enabling them to reach more customers. Since service

providers are expected to offer advanced and competitive services to satisfy their

customer requirements, they may offer them on a large scale. A particular environment

in the Internet is necessary to allow them to achieve this. This may depend on efficient

cooperation between service providers, since the new customers may be located outside

their domain boundaries. As well as the transactions between service providers that

are needed to form this environment, it is also necessary to deal with the operational

aspects of managing the offered services (searching, and selecting).

Currently, a particular service provider can take advantage of building its own

SON to address the question of service offering, and service providing. This approach

involves being responsible for all aspects ranging from the formation of SON to its

operation and ending. These aspects include link communication leasing, topological

arrangement, SON monitoring and enforcement, etc. [Fan 06, Duan 03]. Therefore,

this approach incurs high costs that are only affordable for big service players. Thus,

special service providers, generally small ones, addressing particular service market

niches cannot afford the creation of their own SON. The sharing of costs among service

providers seems a good way of supporting an environment that offers services on the

Internet.

Moreover, the aforementioned approach only makes available services from the SON

service provider owner. At the same time, it should be noted that currently, customers

only require services from the portfolio of his/her Internet access provider, which had

previously been contracted from a content provider. In the multi-provider environment

that is envisaged, there should be no limitations of this kind because apart from the

cost-sharing among the service providers, the customers can choose a service from

several of the providers. Thus, in this environment, a provider offers services despite
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the existence of previous arrangements with other providers, and thus increases the

range of those that are available.

However, there is a problem that arises from this scenario regarding the customers’

options, since they have to choose the service provider that fulfils their service

requirements. Thus, depending on the way the service offering environment is created,

the service searching needs optimized searching mechanisms. Today, an approach is

widely adopted that is based on a centralized searching mechanism called Universal

Description, Discovery and Integration (UDDI) [Curbera 02]. Although the searching

performance of this approach is recognised, load can be an issue, as well as it failure in

the system. Moreover, the optimised searching mechanism should be flexible enough to

meet the requirements of different customers, depending on the service being offered.

As mentioned earlier, in this envisaged environment, several providers will be able

to offer the same service. In this case, the result of searching for a service may lead

to a large number of service providers. Even when searching with refined parameters,

this can still be the case. The selection of the best service provider for a particular

service is a challenging issue. This issue plays a special role in such multi-provider

environment for services offering on the Internet. Each service/application class has its

own definition of a best partner. Thus, it is particularly difficult to define appropriate

metrics that can be employed for this selection. Apart from the adoption of a metric,

there is also the question of validating the selected service provider. In both cases, the

problem can be overcome if the providers can rely on a common environment.

To address these problems, this thesis proposes a modular architecture called

Management Architecture for P2P Service Overlay Networks (OMAN) [Fiorese 10c],

which employs P2P mechanisms to provide a SON-like multi-provider environment for

services offering in the Internet. Basically, OMAN makes an infrastructure available to

the service providers for services trading/management in a cooperative/competitive

services market. This infrastructure is based on a P2P overlay and allows the

announcing (publishing), selection and providing of services across the service

providers’ administrative boundaries. OMAN also intends to manage aspects

concerning this environment operation, such as its resilience, autonomic working and

users’ Quality of Experience (QoE).
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Two particular problems are especially addressed by OMAN. They are the

services searching (referred to above) and the selection of the best service provider.

Both of them are made available as modules that work in layers. The service

searching module involves the AgS [Fiorese 10d,Fiorese 10a], and makes use of service

aggregation to improve the searching process. With regard to the second problem, the

BPSS [Fiorese 11a,Fiorese 12] seeks to select the best service provider by employing a

suitably designed metric. Therefore, the integration of these services with support

services into OMAN creates a coherent infrastructure, which relies on the service

providers’ cooperation in a shared overlay environment, to allow them to offer, and

use their services in an on-demand fashion.

1.2 Objectives and Contributions

The main goal of this work is to assist in the development of more sophisticated

techniques in the Internet that can support providers in offering and providing services

for customers beyond their domains. This means making an environment available

where services can be offered in compliance with the customers’ requirements and the

service providers business expectations.

In particular, this environment can share service providers’ efforts in cutting costs.

Likewise, it is a particular place for customers to choose competitive services that

go beyond the bonds imposed by Internet Service Provider (ISP)s. A modular

architecture called OMAN has been developed to achieve this goal. The modules in

OMAN allow the following to be carried out: creating and providing the environment

for services offering based on a P2P SON; making available basic native service

search mechanisms; providing advanced service search mechanisms based on service

aggregation; providing best service provider selection based on metric comparison

criteria, and making available management operations of the environment, such as

support for legacy management systems, overlay monitoring, and overlay configuration

management.

All in all, the contributions made by this thesis can be summarized as follows:
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An architecture to provide an environment based on P2P SON for services

offering in the Internet

OMAN is a service management architecture for P2P service overlay

networks [Fiorese 10c] designed to work in a multi-provider environment and

makes an infrastructure available to these service providers for services trading

in a cooperative/competitive services market. This infrastructure allows the

announcing (publishing), selection and providing of services across the service providers

administrative boundaries by using a shared P2P SON. Moreover, OMAN is an

architecture in three layers and its main purpose is to create a P2P SON as a service

offering environment for service providers, service searching, and best service provider

selection (using the best peer selection service).

Flexible representation of services

OMAN makes available a simple service representation based on service profiles. A

service profile is an eXtensible Markup Language (XML) file filled by service providers

which have the necessary information about a particular service. Service profiles are

published in order to offer services. Besides that, the proposed environment and its

optimized searching mechanism is based on the information conveyed in the service

profiles. Thus, this mechanism standardizes the service offering pattern by allowing

customers to make their choices easily. At the same time, it allows service providers to

distinguish its services from those of competitors by using internal policies to specify

its own sensitive definitions freely. As a result, this flexible representation of services

can contribute to designing appropriated provider business strategies to attract more

customers and hence increase market share and income.

An optimized service searching mechanism

The searching mechanism proposed by OMAN [Fiorese 10d,Fiorese 10a] provides a

dynamic means of addressing the problem of searching and selecting service or service

components in P2P SON environments. This mechanism is called Aggregation Service

(AgS). Based on local (peer) service policies, AgS can compare the service requirements
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with the published parameters with a view to selecting the peers that are most suitable

for providing the service. In this way, the results of the searching will match the user’s

required service parameters. This is carried out by an optimized aggregation scheme

that takes into account the replication of previously searched service profiles, as well

as the publishing service profiles distribution on the AgS.

This kind of strategy allows decoupling of service provisioning from service

searching. Thus, service providers can focus on their business rules by offering their

services based on the publishing of particular parameters (through service profiles)

that hides the inner service polices. On the other hand, customers are only concerned

about being able to find services that match the required parameters. The details of

how service work or if the service is indeed a composition of several service components,

are hidden. The last factor may represent a differential for those service providers that

can agree to offer this kind of service.

A best service provider selection mechanism

The already stated AgS helps to optimize the search for peers that provide a

particular service based on particular parameters. However, the AgS by itself, cannot

handle the choice of the best peers among all those that execute that service. This

means that, although the AgS optimizes the search of SON peers to provide a particular

service, it does not guarantee that the found peers are those which provide adequate

service performance for the requesters. Thus, in order to maximize the interaction

performance between the service requester and the service peer provider, the best

service provider peer, among all those that might be able to provide the desired service,

must be found in the P2P SON.

Thus, accordingly the aforementioned context, the BPSS is proposed. It copes

with the definition of a particular metric to carry out the selection. When it is

taken into account that different services/applications have several particular ways

of understanding what is meant by a best provider, it is clear that BPSS can offer a

way to handle this. In fact, BPSS uses a particularly designed metric that prioritizes

performance of the interactions between the service requester and service provider peers

and cost reduction for service providers. Moreover, the BPSS architecture allows other

metrics to be employed in accordance with the needs of the services involved.
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Simulation and validation of the optimized service searching and the

selection of the best service provider mechanisms

The construction of the environment was implemented in a P2P networking

simulator. This construction involved several aspects of the OMAN architecture,

namely the P2P SON formation, service searching, and best service provider selection.

This implementation is designed to validate the proposed services and the overall

potential of the OMAN architecture. Several simulations were performed and these

yielded a set of data that support the stated conclusions.

1.3 Thesis Organization

The remainder of the thesis is divided into five Chapters that are structured as follows:

Chapter 2 sketches the general background of Service Overlay Networking, P2P

Networking and how these two fields can be combined so that the research problems

can be addressed. This chapter aims to show the need to overcome the challenges posed

by the services offering market on the Internet, preparing the way to finding solutions.

Chapter 3 outlines the OMAN architecture and introduces the underlying

assumptions along with the rest of this thesis; it also describes the adopted services

concept and how services are represented in the service profiles. Chapter 3 also discusses

the OMAN modular organization in terms of its layers and the services that compose

it. This is a key chapter because it explains the organizational pieces on which lays the

proposed attempts to tackle the service searching and best service provider selection

problems.

Chapter 4 describes the AgS. It depicts in detail the model on which the AgS

architecture is based, the way AgS is employed and the operations it relies on to search

for particular services. AgS is shown here as a module that can be regarded as a central

piece of the OMAN architecture which the participant nodes must implement. The

AgS is also evaluated in this Chapter.
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Following this, Chapter 5 outlines the BPSS, together with a description of the

model and architecture that is employed for the best service provider selection. In this

case, the selection result is a particular peer on a P2P SON structure since the required

service is running on behalf of a service provider in a peer (node). Thus, this means

that this chapter offers a way of reaching a best peer selection. A simulation evaluation

regarding this matter is also presented in Chapter 5.

Finally, Chapter 6 concludes this thesis by summarizing its main contributions and

pointing out directions for further work
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Chapter 2

General Background

Services and service components are becoming the basic elements in interactions among

service providers in the Future Internet (FI) [Domingue 11,Tselentis 09]. These services

and service components might include content (e.g. finding vendors or dubbing and

subtitling services for a specific movie), connectivity (e.g. interconnection links which

satisfy Quality of Service (QoS) and security requirements between the consumer

and the origin of the content) and complementary services (electronic billing and/or

payment systems, multi-session controllers for video-conferencing sessions, etc.). These

services might be dispersed among providers on the big cloud the Internet currently

represents. Such services and service components need to be searched, grouped,

composed, provisioned, etc., in order to offer the final users a consolidated new product

(service).

Currently, it is natural to consider the Internet to be the de facto infrastructure

for providing services to users. Due to its ubiquity, service providers are able to

reach users that are beyond their domain boundaries, and thus increase their market

share. As a result, the Internet can be seen as the driving-force behind service

convergence. Moreover, network convergence, which is one of the objectives of the

Future Internet [Gutierrez 08], also leads to service convergence scenarios where service

providers cooperate to provide their services.

Service Overlay Networks (SON)) [Fan 06, Liang 07, Andersen 01, Duan 03] can

fulfil the requirements to leverage cooperation/competition between service providers.
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These networks enhance the ability of the service providers to make their services or

component services available. SON acts as an infrastructure on the Internet and allows

services to be published/offered, whose users can access to select and use what they

require. This infrastructure should be formed and supported by the service providers

that are committed to creating a collaborative/competitive environment.

The attempt to form an infrastructure facing management of services over the

Internet can be a huge undertaking. Peer-to-peer (P2P) technology can be used as a

means of overcoming some of the obstacles. In addition, the use of P2P technology to

create and manage a SON is beneficial because it can help to achieve a self-organizing

overlay level, as well as to share the maintenance costs among the providers that form

the SON. Another advantage is that at the same time that the service providers organize

themselves into a P2P SON, they also can keep their sensitive business information

hidden while the services are being dispersed and offered.

Therefore, in order to achieve its objectives, this thesis straddles two particular

areas in the field of network and distributed systems: Service Overlay Networks; and

Peer-to-Peer Networking. The inter-relationship between these sub-areas shapes the

attempts made to develop an efficient, scalable, and robust infrastructure that is able

to cope with the services market.

In the following Sections will be examined previous work on each of these sub-areas,

which are related with the problems of service searching optimization and peer selection

in large-scale environments. Thus, this Chapter is structured as follows: Section 2.1

discusses Service Overlay Networks (SON), starting with aspects of basic overlay

networks, and outlining issues regarding the formation of a large-scale service provider

consortium to cope with the services market. Section 2.2 discusses Peer-to-Peer

overlays as a suitable approach to deal with the services market environment. Finally,

Section 2.3 discusses the joining of SON and P2P, and highlights the two main

problems faced by this thesis: services searching (Subsection 2.3.1) and peer selection

(Subsection 2.3.2).
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2.1 Service Overlay Networks

Overlay networks facilitate the organization of application-specific address spaces by

constructing a logical network on top of the underlying physical network [Aberer 05b].

This means that nodes in an overlay network can be thought of as being connected

by logical links and thus correspond to a path in the underlying network [Ding 09].

This kind of organization is well suited to face issues in many fields of current digital

network communications, such as telecommunications, Internet TV broadcasting,

content distribution, and so on. Figure 2.1 depicts an overlay network for connection

between several Local Area Network (LAN).

Figure 2.1: An Overlay Network for connections between LANs (Source: [Ding 09])

Overlay networks are well suited to cope with several problems in the current

Internet services scenario. Some of these concern scalability, collaboration and services

availability. There have been several studies of these matters. The improvement

on networking communication is the reasoning behind some of them. Examples of

this overlay network class are MBone [Eriksson 94], Overcast [Jannotti 00], and End

System Multicast [Chu 00]. These systems are concerned with delivering data by using

multicast paths built on existing underlying network infrastructures. They improve

functionalities that rival those of IP Multicast protocol. Resilient Overlay Networks

(RON) [Andersen 01] also frame the overlay network communication class. In a RON,

each RON node monitors the quality of the links in the underlying Internet and spreads

this information to the other nodes; this enables a RON to detect and react to path

failures within several seconds, rather than several minutes, and allows it to select

application-specific paths based on performance.
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In its turn, content distribution also benefits from overlay networks. The Content

Distribution Network (CDN), such as Akamai [aka 12], uses overlay techniques and

data caching to improve the performance of content delivery for particular applications

such as HyperText Transfer Protocol (HTTP) and video streaming.

In addition, SON is a particular class of overlay networks that address the Internet

services market [Semret 00]. This overlay network class aims to provide an environment

where service providers can make available their services and thus reach more customers

and share costs. A SON is “an application-layer network operated by a third-party

Internet Service Provider (ISP) that owns a set of overlay nodes, residing in the

underlying ISP domains, interconnected by overlay links” [Capone 08]. On the basis

of this definition, a SON is an overlay network though it is more specialized and

standardized. Fan et al. [Fan 06] state that a SON is formed and deployed by overlay

network providers. The last concept enables anyone to be a SON operator, and not

necessarily an ISP. The SON concept leverages when QoS capabilities are added to

the system [Duan 03, Tran 10, Vieira 04]. For this reason, Adami et al. [Adami 09]

classify SON as End-User Overlays and Backbone QoS Overlays. The former is

related to the SON construction between end hosts, without any QoS support from the

intermediate nodes. The latter regards the SON formation as a means of dealing with

QoS issues [Lam 07] by overlay providers that lease links.

It should be taken into account that the SON concept outlined in this thesis copes

with an overlay environment composed of service providers and deployed to offer and

execute service and service components. As a result, service providers can be particular

overlay network providers that stand together to form an overlay to sell their own

networked services, such as billing, video streaming and video on demand, transport

connection, etc..

The concept of service overlay networks applies to a broad range of network

architectures. The Ambient Network (AN) [Belqasmi 08] architecture comprises the

ubiquitous provisioning of existing and new services over any access technology and any

type of network. The composition concept plays an important role in this architecture.

Thus, different protocols forming different networks (e.g. wired or wireless) can be

used as “bricks” to compose a particular network or to join different networks to
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allow them to work together. In this context, ANs are overlays whose purpose is

to provide services. Hence, in the context of AN, Mathieu et al. [Mathieu 07] proposes

a self-management approach to create, configure, adapt, contextualise, and finally tear

down specific overlay networks.

If similar objectives concerning the stated SON concept are examined, it

is found that approaches like Virtual Organizations (VO) [Camarinha-Matos 05,

Afsarmanesh 05] can cope with the provisioning of an environment that involves

collaboration between service providers. This collaboration aims to provide benefits

to service providers like sharing costs and infrastructure and leveraging market share.

Consumers can benefit as well. A wider range of services can be made available, as

well as an environment where price and quality can be competitive differentials. This

environment needs the involvement of service providers and agreement between them.

A way to implement these concepts is to use P2P as the network and communication

infrastructure and the means of achieving the collaboration needed.

Collaboration is a key issue when composing a SON. Goel et al. [Goel 07] propose

a network architecture that is similar to the VO proposal and supports an adaptive

collaborative environment for engineering design through the use of services. These

services represent specific engineering tasks for designing an aircraft engine. The

proposed architecture ensures that these services are available in a P2P overlay network

of collaborating expert service providers. The authors claim that for this reason this

collaboration reduces the need for manual intervention in the project design.

SONs can rely on a P2P design to achieve the desired levels of collaboration. Several

works defend the SON construction as an approach for services market on P2P [Zhou 05,

Goel 07, Michiardi 07]. P2P presents several characteristics that are well suited to

the SON construction and collaboration. Thus, some background regarding the main

concepts of P2P are outlined in the next section.

2.2 Peer-to-Peer Networking

The concept of P2P Networking is not new. The basic Internet routing mechanism can

be reported as a particular example of the application of the P2P concept [Aberer 05a].
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However, with the widespread use of P2P and the misleading terminology employed,

there is a need for a common understanding in this field. In order to overcome this

lack of taxonomy, Aberer et al. [Aberer 05a] proposed a terminology for the P2P

field as well as a modular architecture regarding the principles for P2P applications

development. This taxonomy and architecture are intended to allow researchers and

users to do the following: assess the properties of concrete P2P systems, establish a

common vocabulary for scientific discussion, allow a qualitative comparison of P2P

systems, and cope with P2P classification regarding the P2P concept.

According to Oram et al. (2001 apud [Steinmetz 05], p.10) a P2P system is “a

self-organizing system of equal, autonomous entities (peers) which aims for the shared

usage of distributed resources in a network environment avoiding central services”.

Although this classical definition of P2P requires equality between peers, hybrid

P2P systems can explore different roles for them [Vu 10]. Unlike the classical definition

for pure P2P systems, hybrid P2P systems, such as Super Peer architectures [Jesi 07,

Beverly Yang 03], introduce hierarchical layers among peers. In fact, P2P systems

that are classified as hybrid, comprise some peers that act as equals between super

peers and as servers or servants for a particular group of other peers. Yang and

Garcia-Molina [Yang 01] have surveyed and compared several hybrid P2P systems.

Despite the dichotomy between pure and hybrid P2P systems1 several other

classification systems exist. This thesis copes with a classification system based on

application-tiers that regards the development of generic multi-purpose P2P systems

as first-tier application and the use of P2P systems to tackle or solve problems, as

support-tier application.

The development of P2P networks (overlays) and their optimization, is the

most common research subject to appear as a first-tier application. In the light

of this, P2P networks can be classified according to different criteria. Using the

topological criterion, they are generally distinguished between: 1) Unstructured

and 2) Structured. Thus, on the one hand, the P2P network is structured when

1This thesis uses the term P2P systems in order to do not distinguish between Peer-to-Peer
networking and Peer-to-Peer computing but to underline the fact that Peer-to-Peer can be regarded
as a property, characteristic, method or mechanism.
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the topology is tightly controlled and content is placed at specific peers instead

of randomly chosen. Generally, this is accomplished by means of a Distributed

Hashing Table (DHT) as the core of the P2P network. Despite many examples

of structured P2P overlay networks exist, only a few seminal examples are listed

here: CHORD [Stoica 01]; Content Addressable Network (CAN) [Ratnasamy 01];

Pastry [Rowstron 01]; Tapestry [Zhao 04]; Chameleon [Brown 09]. These few examples

comprise a broad range of alternative topological arrangements, and several particular

overlay routing schemata.

On the other hand, if the overlay network topology is not tightly coupled, which

means the rules that govern the way peers join the network are loose, then this network

is classified as unstructured. Generally, in this kind of P2P network, peers use a kind of

flooding technique to send queries (searching) with a limited scope and through their

neighbors. As in the case of structured P2P overlay networks, a myriad of examples

can be found for unstructured networks. However, just for the sake of illustration, this

thesis only presents few seminal and well known examples of unstructured P2P overlay

networks: Gnutella [Ripeanu 02] and FreeNet [Clarke 01]. Lua et al. [Lua 05] conducted

an extended discussion involving a comparison of structured and unstructured P2P

overlay networks.

P2P overlay networks are also significantly used on the strand of support-tier.

In this case, these networks are tools to achieve a goal. However, unlike P2P

application-tier, typical P2P problems, such as P2P overlay routing, are not directly

addressed. Thus, applications choose a particular P2P overlay network in accordance

with the needed characteristics, which means that several fields can take advantage of

P2P overlay networks.

For instance, in the network and services management field, some

works [Granville 05, Marquezan 07, dos Santos 08] propose cooperation between

network managers by mutual P2P-based exchange of messages, and also by allowing

the management tasks to be carried out by groups of peers. Binzenhöfer et

al. [Binzenhöfer 06] propose a distributed, self-organizing, generic testing and QoS

monitoring architecture for IP networks. The architecture is based on equal agents

denoted as Distributed Network Agents (DNA), and form the management overlay. The
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overlay self-organization is achieved by the Kademlia P2P network [Maymounkov 02].

In the context of AN, P2P is also used for network management. As already stated,

network composition is a key issue for AN, and in this process it is possible that

several different network management systems will combine and form a consistent

management system for the composed network. Thus, Simon et al. [Simon 05] faced

the challenges raised by the complexity of the composition and decomposition of ANs,

by proposing a management architecture based on P2P and policy-driven management

paradigms. That proposal structures the management application in accordance with

a dynamic hierarchical overlay network that defines hierarchical management domains,

and provides a scalable framework for several network management tasks.

Besides the traditional file sharing applications, resource discovery is commonly

executed by structured and unstructured overlays. This discovery is usually carried

out by either using simple (or a combination of) keywords or by the development and

deployment of semantic overlays. The former strategy is also the earlier and most

widely employed. Michel et al. [Michel 06] proposed the exploitation of keywords

and attribute-value co-occurrences for the improvement of keyword-based searching in

P2P. Their work aims to make an improvement in the queries routing, by enhancing

the info-route indices kept in the peers, through multi-key statistics and the possible

correlation between keywords used in the searches. An intelligent resource discovery

mechanism based on weaving attributes in indices by means of using locality sensitive

hashing and performing searches based on the geographical location of the indices in

a structured P2P overlay is presented in [Shen 09]. The search performance of these

approaches relies on the optimization of the metadata used for performing the queries

routing. Despite achieving good optimization, the correlation and weaving still depends

on the keywords received as input. Bad quality of input keywords can lead to inaccurate

metadata creation, which can lead to low query hit ratios.

On the other hand, several studies have been introduced on the strand of semantic

searching using P2P. Full text searching is a pursued goal in semantic searching. One

approach to accomplish this, is clustering objects (content) according to particular

rules. The construction of hierarchical semantic overlays based on clustering objects

is the subject of several proposals [Kim 11,Jin 06]. Another approach is based on the

semantics involving peers. Crespo et al. and others [Crespo 05,Wang 08] proposed that
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the neighbouring relationships between peers should be based on semantic connections,

which increases the odds of finding similar results in a cluster of peers rather than

clustering objects.

2.3 Joining P2P and SON

The joining of the SON and P2P fields offers a high potential for handling services. This

combination as an infrastructure support-tier raises questions about service searching

optimization as well as the interaction issues among the peers that execute these

services.

This work proposes joining P2P overlay network and SON in order to provide QoS

services when the participant service providers are in a consortium that establishes

well-defined SLAs to regulate the contribution of each one to the network. This joining

is also seen in a platform called ALASA [Zhou 05] that uses a structured P2P overlay

network over the Internet to describe, discover, compose, and maintain the reputation

of the services.

P2P is also used as a support for the SON architecture [Lavinal 09]. In their

detailed study, the authors address discovery of services by considering QoS factors in

their approach. P2P was chosen as the SON supportive infrastructure due to its ability

to handle scalability and fault tolerance.

As a matter of fact, several SON with services being offered in P2P overlay networks,

as supportive infrastructure, have already been proposed. Goel et al. [Goel 07], for

example, outline an architecture of this type, where specialized services can be found

and orchestrated by following SOA processes. Michiardi et al. [Michiardi 07] also use

P2P for the design of SON topologies that take into account the Nash equilibrium 2 of

clustered service replicas.

2According Michiardi et al. [Michiardi 07], overlays in equilibrium are characterized by
interconnected clusters of nodes that instantiate the same service replicas.
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Although the joining of P2P and SON can leverage the services consumer market,

some issues arise. How can the services be found? Which peer can provide a service

with the best properties? These issues are discussed in the next sections where some

related work is referred to.

2.3.1 Services Searching

Services searching is a crucial bottleneck in a large-scale service market environment.

Ultimately, service searching can improve the users’ Quality of Experience (QoE) when

it is conducted well. However, the services search optimization still lacks appropriate

treatment. The utilization of a SON based on P2P as infrastructure for searching can

help address this issue.

Thus, Meshkova et al. [Meshkova 08] went beyond the discussion about P2P overlay

networks, and surveyed the discovery techniques used in some P2P overlay networks,

as well as those in other networks. In this thesis, the interest lies particularly in

service searching. Services can be described according to their actions, service providers

information, etc.. Thus, approaches involving keyword or semantic searching can be

used according to needs. Ultimately, services in general can fit these approaches.

Currently, web services are the most popular solution for offering service interfaces

and service composition [Weerawarana 05, Peltz 03, Fu 04, Dustdar 05], which

the Service Oriented Architecture (SOA) relies on [Auer 08]. Therefore, the

searching of web services is a recurring challenge. Studies in this area comprises

how to select and represent information about web services, as well as ways to

overcome the limitations of the single centralized Universal Description, Discovery

and Integration (UDDI) repository. Among other objectives, proposals in this area

include searching web services through their operations, based on the similarity of

the desired operation [Dong 04]. Thus, Schmidt and Parashar [Schmidt 04] propose

a structured P2P overlay based on CHORD to improve searching by using multiple

keywords. The introduction of semantics in the search has also attracted a lot of

interest [Verma 05, Bianchini 09, Banaei-Kashani 04]. With regard to the service

discovery, these proposals claim to have advantages over the centralized approaches
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that include scalability, enhanced failure tolerance (by eliminating the single point

of failure of the centralized approaches); and efficiency (by reducing the overhead of

updates and replication operations that can be found in centralized approaches).

Mischke and Stiller [Mischke 03] propose searching based on group-of-interests

(GoI). Their approach involves a P2P overlay lookup and routing schema where peer

IDs and content keys are organized into group-of-interests. These GoIs are created on

the basis of particular information about the content keys or peers when peers join the

overlay. Thus, the content is looked up inside a particular GoI, which avoids flooding

the whole network. The corresponding GoI is accessed by content key hashing. This

approach is particularly efficient, even though the GoI formation is a sensitive point.

Beyond native P2P searching mechanisms on P2P networks, which can use hybrid

approaches and particular decentralized searching protocols, there is a myriad of

data searching methods, techniques, approaches and efforts that can assist services

searching in a SON based on P2P environments. Ubiquitous computing is a field

where acquaintance with a device or service is crucial. Therefore, searching plays an

important role here. Edwards [Edwards 06] has carried out a survey of ubiquitous

searching mechanisms. In this work, several discovery mechanisms and protocols are

set out and compared, including Simple Service Discovery Protocol (SSDP), Bluetooth,

Service Location Protocol (SLP), etc.. However, the surveyed discovery mechanisms

lack an ability to handle large-scale environments for services searching.

Even in the wireless sensor networks field, searching plays the role of a cornerstone.

Resource-less and energy limitation are dramatic constraints in this field, regardless

of whether the search is centralized or decentralized. Thus, it is desirable for the

service discovery process to be as less computationally-intensive as possible and at the

same time reliable enough to meet the level of quality of service required. A virtual

service overlay architecture for wireless sensor networks is presented in [Munir 09]. This

architecture proposes a scheme that provides the service client with minimal interaction

thus allowing efficient utilization of network resources. Even though this architecture

achieves a good performance, it is well suited to wireless environments where sensors

are widely dispersed and supported by directory agents that keep info about certain

services. However, this approach is not well suited to large-scale environments delivered

on the Internet.

19



General Background

2.3.2 Peer Selection

Although P2P eases the construction and maintenance of SONs, it does not guarantee

adequate performance of the service utilization. In order to maximize this, the best

peer must be found in the P2P SON, among all the potential partners that provide

the desired service. Naturally, the choice of the best peer should take into account

one or more of a set of Quality of Service (QoS) parameters, such as delay, jitter,

available bandwidth, etc.. Nevertheless, to minimize inter-provider traffic and, thus,

reduce costs for the user and service provider, choosing a peer belonging to a different,

remote domain should be avoided as much as possible. Thus, locality should also be

taken into account when choosing a SON peer as the best peer to serve a requested

service.

Haase et al. [Haase 07] explore neighbouring peer relationships and shared peer

expertise in order to select peers. The use of artificial intelligence techniques, like

machine learning, is another approach to peer selection, which can also take advantage

of the peers’ expertise [Bernstein 03]. This approach is designed to adapt the selection

process to the peers’ requirements.

In file sharing, the free-riding problem encourages the adoption of incentive

mechanisms as a part of the selection scheme. Thus, the fairness between uploads and

downloads is used as a metric for the selection of the best peer. Bittorrent [Huang 08] is

an emblematic example for this. However, our scheme does not target file(data)-sharing

environments. Rather, the problem is to select the best peer that satisfies the

requirements of the intended service. Therefore, in our case, performance is used

instead of fairness. In addition, unlike file sharing applications, our approach considers

the best peer selection process for long-lasting sessions, as opposed to relatively short

burst chunk downloads/uploads.

In the P2P multimedia stream field, there have been several studies proposing the

use of P2P as the delivery mechanism that face peer selection issues [Habib 06,Wu 05].

These are similar to our approach in so far as they aim at optimizing peer choice

regarding the performance of the service.
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Furthermore, P2P traffic is an issue faced by ISPs and over the Internet in general.

Several proposals have been put forward to assist ISPs in avoiding costs by choosing

the best peers from their own domains [Aggarwal 08,Choffnes 08, Zhuang 09]. These

works advocate collaboration between providers and P2P applications. In contrast,

this thesis proposes the Best Peer Selection Service (BPSS) scheme which selects best

peers for service interactions inside the geographical domain of the service requester,

without the need for collaboration between the service providers.

2.4 Summary

The evolving digital economy is increasing the need for new business arrangements.

These new arrangements aim at reducing costs, while, at the same time, leveraging the

market share to reach new consumers beyond the administrative boundaries set for the

providers. One approach to achieve this is to form collaborative enterprise consortiums.

This approach is well suited to the services market over the Internet, where service

providers can organize themselves to ensure that their services can be offered through

a Service Overlay Network (SON) and thus reduce costs and increase income. Several

initiatives have been put forward to attain this objective. The joining of the classical

concepts of SON and P2P network is one of them. As a result, the existing Internet

infrastructure can be used by service providers in order to compose a SON that aims

at offering its services without the cost of leasing particular communication links.

Although this approach is suitable for large-scale environments, some issues arise

regarding the optimization of services search and best peer selection. With the scaling

on the service provider numbers, several providers can offer the same service leveraging

a healthy cooperative/competitive environment. In addition, several proposals deal

with the searching and best peer selection in these environments. However, they

still lack a comprehensive approach that can effectively integrate these essential

functionalities in a structured and coupled architecture. In its turn, this architecture

must support the formation of these environments and integrate the management of

their functionalities with other aspects regarding the services offering market. Such an

architecture is proposed in this work and outlined in detail in the next Chapter.

21



General Background

22



Chapter 3

OMAN - A Management

Architecture for P2P Service

Overlay Networks

With the advent of Service Overlay Networks (SON) [Fan 06, Liang 07, Duan 03],

new business players involved in service provisioning are beginning to appear. As

in any other business investment, service providers weigh up costs and income, and

resort to any competitive advantage in order to maximize their profits. A competitive

advantage can be achieved through effective service management, and by exploiting the

features of the overlay network used for service composition. Appropriate management

of the overlay network abstraction, which can include autonomous systems (AS), cloud

infrastructures, communication links, and so on, allows service providers to offer and

run services in a way that improves the Quality of Experience (QoE) of the end users.

Service providers can benefit from the use of a SON. First of all, they can share

costs when joining a group to offer services. Secondly, they can reach more users

beyond their administrative domains and thus increase their market share. This latter

advantage has a direct effect on their income.

In spite of this, current approaches to the SON offering services lack strategies of

adaptation to the flexible needs of new applications and services intended for the Future
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Internet. OMAN, in its turn, offers advanced search and location abilities by employing

service aggregation and geographical location at the SON level. These abilities allow

the SON service providers to ensure greater efficiency and a higher degree of flexibility

in the provision of the required services and service components. In view of this, the

SON users, which include third-party service providers besides the original P2P SON

founder service providers, benefit from OMAN since it is a framework that can select

the best located and desired service and service components to interact with.

Bearing in mind the stated, this Chapter is structured as follows: Section 3.1

discusses some basic assumptions underlying the context and use of OMAN.

Subsection 3.1.1 defines the concepts of Service and Service Components used in

this thesis and explains the service profiles which are used in the context of OMAN

to represent the provider’s offers. Section 3.2 provides an overview of the OMAN

architecture and describes its functions. Following this, Section 3.3 outlines the

services/modules that compose OMAN on a layer by layer basis. Finally, Section 3.4

concludes with a summary of the topics discussed in this chapter.

3.1 Assumptions

Offering services in a large-scale, highly dynamic multiple-domain environment is

a highly complex task, since it requires handling several aspects of the interaction

between the players involved in the process. Since OMAN only tackles some of these

aspects, a few general assumptions have to be made to support its approach. These

assumptions are as follows:

• A SON formed by service providers: It is assumed that a SON will be formed

among the service providers. This grouping of participant service providers

can reduce maintenance costs through peering communication links for instance.

Long-term contracts can be drawn up to establish this SON [Pouyllau 10], and

define some of the conventions that the providers must follow to support and

guide their operations. These conventions include the following:
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– Universal identification: Every service provider in the SON has its own

identification which is widely used within OMAN. Furthermore, this unique

identification can be extended to the providers’ available nodes, the services

running in these nodes, service profiles, and so on. For instance, the global

identification of a provider’s node is a local identification (identification in a

provider’s context) which is concatenated with the provider’s identification.

An OMAN node is a node that fulfils the requirements of the OMAN

architecture and belongs to a provider engaged in a P2P SON that plays

one or more of the roles designed by the OMAN architecture;

– Standard representation of service profiles: The information contained in

the service profiles and in the SLAs, follows a form of representation that

is recognized by all the providers in the SON. For instance, every service

profile has the same tags to indicate the service name and the keywords by

means of which it can be looked for;

– OMAN nodes accessibility: Every OMAN node in the P2P SON knows the

addresses of a particular set of other OMAN nodes that are hierarchically

superior and is permitted to start publishing and search operations for

services in that set; and

– Synchronized timing: Synchronized timing between all the service providers

in the SON.

• SON provisioning: The negotiation mechanisms employed by the participant

service providers are not examined in this study. Thus, it is assumed that service

providers (either on their own or using third party agents) are able to exchange

and enforce the SLAs to form and provision the SON between the participants.

• Security and billing issues: Security and billing are important issues that have

to be handled in order to create a complete inter-domain services offering

infrastructure. However, as these are not within the scope of this study, it is

assumed that providers are able to exchange information in a secure way, and

that a third party billing agent can handle payment issues in the environment

provided by the OMAN architecture.
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3.1.1 Service and Service Components

Services are the core elements in interactions between providers and consumers. In

this study, there are no constraints about the meaning of the expression service, except

for the need of a communication network to enforce access, which means a particular

application layer protocol, and ensuring that the access is performed by a software

interface as in [Duan 03]. This study is particularly concerned with services that

deliver some value added data which is recognized by the service consumer. Some

examples are as follows:

Content: Video streaming, video on-demand, dubbing and subtitling, audio, voice,

personalized news, are some of the most representative ones;

Connectivity : Access and interconnection services that satisfy QoS and security

requirements.

The concept of service components used in this study comprises auxiliary services

that can be a part of a chain of services in a new composite service. These

complementary services are offered by specialized service providers and can be used by

other service providers to offer a third party service in the SON and hence to all the

consumers that have access to the SON. Some examples of service components are as

follows:

Billing: This category of complementary services is essential at the content delivery

chain;

Security: It is possible to use some service components to encrypt content so that it

can be delivered to a particular group of authenticated paying consumers;

Controllers : Multi-session and video-conferencing controllers.

Service providers working with these categories are those that join to form the SON

so that they can offer their services and service components. These services and service

components are dispersed among the service providers that form the SON. They have

to be offered and searched for in the SON allowing them to be subsequently used. A

possible way to accomplish this is the use of service profiles.
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3.1.1.1 Service Profiles

Service profiles are a simple abstract representation of services and service components

conceived as eXtensible Markup Language (XML) documents. Providers make their

offers available by publishing service profiles, which are used by particular modules of

the OMAN architecture. The adoption of XML (as the data structure language to

represent the profiles) improves the exchange of information as well as the handling of

data. Since services and service profiles represent the resources providers are willing

to make available, the service profiles can be considered the virtualization of these

resources.

The service profiles can be regarded as a starting-point for the interaction between

the service and its consumer. Thus, the service consumer will find useful and

important information about how to connect to the service in order to negotiate and

establish Service Level Agreement (SLA)s or how to negotiate the composition process,

depending on the case. This information can be found at the service profile technical

section, also known as Service Level Specification (SLS).

Figure 3.1 shows the XML Schema Definition (XSD) of the service profile. Owing

to page size restrictions and the need to avoid affecting the readability of the XSD,

Figure 3.1 only displays the root element and its direct child elements. Appendix A

provides a detailed description of the entire service profile XSD.

ServiceProfile �.

ServiceOwner

ServiceDescription

SLS

+

+

+

Figure 3.1: XSD - Root service profile

The ServiceProfile element (Figure 3.1) represents the root element of the

XSD for service profiles. It is the main element of the profile, and encompasses
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the administrative and technical information regarding the services (or service

components). Administrative information identifies the service and its provider.

Technical information can be used by the service consumer (e.g. a third party service

provider, service composition platform) to access the service. The child elements of

the ServiceProfile are as follows:

• ServiceOwner : Encompasses the identification and the contact information of the

provider that offers the service element;

• ServiceDescription: Contains a general description of the service or service

component, such as the name, type and publication date;

• SLS : Contains technical information about the service element.

Service profiles allow providers to define their services and service elements in formal

terms, thus creating a standard data structure where information can be published and

searched in a seamless fashion. This means that each service provided must have a

document containing data specified by the XSD service profile.

3.2 OMAN Overview

OMAN as a service offering architecture for P2P service overlay networks [Fiorese 10c]

is designed to work in a multi-provider environment. OMAN makes an infrastructure

available to these service providers for services trading in a cooperative/competitive

P2P services market. This infrastructure allows the announcement (publishing),

selection and provision of services across the administrative boundaries of the service

providers by using the shared P2P SON.

OMAN is composed of layered services and uses a modular approach to assemble

them. Thus, basically, services at lower layers provide functionalities (services) of their

own, as well as for the above layers. The publish paradigm is used for OMAN to make

a way available to the service providers to announce their services. Once the services
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have been announced, the service consumers can use OMAN to search and select what

is required.

The design of OMAN allows services to make use of key information at SON level

to leverage its execution. As an example, third party service providers can make use

of the OMAN aggregation service in order to choose the service components they need

to compose a new service. Moreover, they can also choose the closest nodes that offer

those needed service components by using the best peer selection service.

Figure 3.2 introduces the OMAN architecture and shows that the OMAN purpose

is twofold. On one hand, OMAN enables compliant applications and services to take

advantage of its inner services. This means, for instance, that a service executing in

an OMAN node and responsible for streaming video on demand, can choose the video

source provider closest to it in the SON in order to provide its client with the video

streaming with the required parameters of QoS.

On the other hand, external entities can also benefit from the OMAN capabilities.

Thus, for instance, third party service providers, (not necessarily belonging to the

OMAN compliant P2P SON), can use the OMAN to search for service components in

order to compose them and thus be able to deliver a new composed service to a final

user. Therefore, for instance, a third party streaming video service provider can use

OMAN to search the video source, and dubbing or subtitling service components that

fit the required parameters set by the final user so that they can be assembled in a new

service and delivered.

Access interfaces are provided to make it possible to use the OMAN services. These

interfaces act as service access points (SAP) that are implemented as API. These

interfaces are represented as circle end lines in Figure 3.2. A circle end line means an

interface for accessing the functionality offered by the service/module where the line

starts, whereas the arrow end line means the service/module (where the line starts) is

offering some particular information. As can be seen, the interfaces offered to external

entities are the ones whose circle end line crosses the borders of the OMAN.

These interfaces are made available by modules, each of which executes one or more

services. These modules compose an architecture in three layers. Each OMAN layer is
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Figure 3.2: The OMAN Architecture

responsible for handling particular aspects of the architecture, ranging from the P2P

SON formation to specialized support services.

Thus, according to Figure 3.2, at layer 1 the mechanisms for P2P communication

will support the whole architecture. At this layer, both the modules and their services

should be common to every OMAN node participating in the P2P SON. This module
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will be responsible for managing the aspects related to the maintenance of the P2P

overlay, including the nodes’ actions of joining and leaving. This layer is also responsible

for handling the P2P SON provisioning. This includes the establishment and enforcing

of the Service Level Agreements (SLA) and the administrative management of the

service providers in the SON’s group.

Some basic framework services are provided at Layer 2. This is the case of

the services responsible for management and interfacing with external or legacy

management systems. A specialized searching functionality is also provided at this

layer. Thus, customers/consumers and third-party service providers can utilize the

search functionalities at this layer to find whatsoever service they need (since it is

published), including the following: overlay management services; particular specialist

services; infrastructural services; and service components for use in composing new

services. A particular service designed to cope with this searching functionality is the

Aggregation Service (AgS) [Fiorese 10d,Fiorese 10a].

Specialized services in terms of overlay management and services improvement will

take place at Layer 3. The Overlay Monitoring (OM) module collects information about

the state of the overlay regarding its resources and execution conditions. The Best

Peer Selection Service (BPSS) is a service that informs a set of best peers to position

a service according a particular application metric. In its way, OM helps compatible

OMAN applications and services on the use of the monitored P2P SON. Moreover, for

external entities, BPSS provides the ability to choose, amongst the services available on

the P2P SON, the one that fits the required parameters. The OM and BPSS support

the Configuration Manager (CM) module. The CM has sub-modules: Resilience, QoE

and Autonomic that cope with the dynamic aspects of the P2P SON management. The

Resilience sub-module will be responsible for instantiating and looking for alternative

nodes to execute the operations in the case of failure or disconnection of a particular

node in the P2P overlay that supports the SON. The QoE sub-module will offer an

interface to obtain information about the experience from the users, concerning the

services provided by the whole system. The Autonomic sub-module is intended to

provide some self-* capabilities [Hariri 06] for the OMAN architecture, in particular

self-configuration, based on an initial management policy received from the controllers,
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i.e. from the federated providers that form the P2P SON, and on the information

collected by the OM module.

This architectural design comprises the expected functionalities in a system that is

fully implemented accordingly OMAN specifications. For the purposes of this thesis,

the following modules and submodules are assumed to be present and implemented by

third-party partners, or dependent on the choices of the P2P SON participants:

• Support for P2P Communication.

• SON provisioning.

• Support for Legacy Management Systems.

• Overlay Monitoring.

• Configuration Manager, and its submodules/services.

3.3 OMAN Components

The following subsections describe the functionalities and interfaces supported by the

OMAN modules and their services. This description is conducted on a layer by layer

basis in order to be easily followed in accordance with the Figure 3.2.

3.3.1 First Layer

This layer comprises the P2P SON itself. This layer is mandatory in the OMAN

architecture. Therefore, every peer involved in the framework that implements

OMAN must have the Support for P2P Communication and the SON provisioning

modules/services.
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3.3.1.1 Support for P2P Communication

This module comprises the necessary algorithms and strategies to implement a

P2P overlay network. This means that it is responsible for providing the P2P

interconnection between the service providers that form the P2P SON. The service

providers are responsible for choosing the P2P overlay network that implements this

service. To achieve this, they must agree on a set of parameters such as what kind

of P2P topology and protocols to use. In order to cope with these decisions, external

tools can be used by the service providers. The service providers can choose among

several existing P2P overlay networks or implement and use a new one. However, they

must take into account the most generic set of premises when deciding on the best way

to satisfy the service provider’s needs.

A particular case emerges when a nationwide service provider decides to form its

own P2P overlay network. This decision can be made, for instance, considering the

internal business policies that say to offer services in large geographical areas. Thus,

this big service provider starts operating its P2P overlay network as the infrastructure

for offering its services. After a period of time, it can allow its P2P overlay network

to form a P2P SON with other service providers using for that a particular business

model. It can thus be assumed that, in this case, (depending on the conditions), the

other service providers will agree on the previous choice of P2P overlay network.

Several P2P overlay networks are available and can fulfil the purpose of supporting

the P2P communication. As examples of generic P2P overlay networks, the

following can be cited, among others: CHORD [Stoica 01], Content Addressable

Network (CAN) [Ratnasamy 01], and, Chameleon [Brown 09]. Nonetheless, P2P

service/applications can be offered that are not aware of the chosen P2P overlay

network. In this case, this P2P application/service has to implement specific strategies

for routing its information, including how to choose and manage its neighbouring peers.

3.3.1.2 SON provisioning

This module takes care of negotiating, establishing and enforcing the Service Level

Agreement (SLA) among the service providers that compose the P2P SON. Among
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other responsibilities, this module should guarantee, the financial sustainability of the

P2P SON. To accomplish that, a possible way is the use of billing policies based on

the data content exchanged or shared and the bandwidth used for. This strategy can

be used to share the operating costs between the participants.

These policies must be negotiated and stated in an agreed SLA. This is a task

that has to be performed at the time when the P2P SON is formed. In addition, this

module is required when a new service provider joins the P2P SON that has been

previously established. In this case, depending on the particular P2P SON policies,

new SLAs must be set up with the new service provider neighbours or with the entire

set of P2P SON participants. Another task of the SON provisioning module, during

the operating phase, is the enforcement of the SLA agreement. This task requires

constant monitoring and testing. Due to the controversial nature of this task, it should

be undertaken by a trustworthy third party entity.

However, when a single service provider operates its own P2P SON, the SLA

negotiation and enforcement phases between the service provider participants are

not needed. Despite this, SLAs are still needed between this provider and the

communication providers responsible for the interconnection of its remote peers. The

same applies during the enforcement phase. Thus, the primary attribute of the SON

provisioning module is to assure communication between service providers and its

communication providers through the SLA enforcements. The secondary feature is

to do the same between the service providers.

Hence, the SON provisioning module is an architectural skeleton of strategies,

algorithms and policies facing the problem of supporting the formation and operation

of a P2P SON, in the context of a consortium of service providers.

3.3.2 Second Layer

This layer provides searching functionalities for the OMAN architecture.
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3.3.2.1 P2P Search Service (P2PSS)

This module is in fact the basic interface that is employed to access the SON P2P

overlay network formed by service providers. The P2PSS service is dependent on the

P2P overlay network supported by the OMAN first layer through the Support for

P2P Communication module. Therefore, P2PSS provides the P2P entry point for

interconnection and sharing mechanisms that allow service providers to store, search,

and withdraw information when providing services. The name P2P Search Service was

chosen because it reports to the main service functionality.

Although the OMAN first layer provides the P2P communication, it does not make

available standardized interfaces for storing, searching, and withdrawing native P2P

algorithms. The reason for this is that at first layer, the service providers can choose any

kind of P2P overlay network to support the SON. Thus, in the case of a SON supported

by a structured P2P overlay network, the access to these methods, although producing

the same effects, is different from a unstructured one. For instance, if the SON is

formed by means of the CHORD P2P overlay network, both the peers’ ID and the

application/service information (e.g. service profiles published by service providers),

must be keyed into a flat key space identifier of 128 bits. The ID or key that is

generated is used to find out which peer in the overlay will store this information and

on the same principle, this information can be recovered by just informing its key. A

similar approach is adopted by non-DHT overlay networks. Nevertheless, the common

concept involved here is the key which is the information that is handled by the P2P

overlay network in several processes, whose routing is the core element. Thus, in this

module, the use of a common Key Based Routing (KBR) API [Dabek 03] is welcome.

This approach can be adopted to standardize the access to storing, searching and

withdrawing services for third-party service developers. In this case, services that

make use of the established P2P SON for their operations (e.g., P2P services), can be

implemented without the knowledge of what kind of P2P overlay network has been

used at the first layer. This approach also caters for the needs of external OMAN

entities. Thus, the offered external access interface (as can be seen in Figure 3.2) is

used independently of the OMAN first layer.
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To sum up, this module provides an abstraction for the process of searching for

information in the OMAN architecture. This abstraction encapsulates details and

hides the native P2P searching mechanisms used at the first layer by the Supporting

P2P Communication module.

3.3.2.2 Aggregation Service (AgS)

The AgS is a higher level search service. In an architecture designed for offering services

in a P2P environment, the searching process is critical. The finding of a service and the

speed of this discovery can increase the income and satisfaction of the users. In view

of this, even though a well-designed and fast P2P overlay network is used at the first

layer (which depends on the choices made by the service providers), OMAN provides

a search approach as a specialized service that goes beyond the general purpose search

methods offered at its first layer. Thus, the AgS is a specialized search service, whose

purpose is to enhance the searching of services and service components offered in the

P2P SON that is maintained by a consortium of service providers that implements

OMAN.

AgS comprises the aggregation of particular information about the published

services to bring about an improvement in the searching. The aggregation is the

key concept for this module/service. In the context of OMAN, aggregation is a process

that, in its first phase, involves the publishing of service profiles. In its second phase,

the caching of published service profiles takes place. This latter phase occurs during

the search process while the former is initiated as an independent event by the service

provider. The aggregation process depends on trust between the service providers

regarding the information that is made available at the service profiles. OMAN handles

this issue by separating the process of offering services by mean of the service profiles

from the question of gaining access to these services. This means the service profile

only conveys enough information to announce the service and state how it should

be accessed. Thus, the access is obtained outside OMAN through the interfaces

stated in the service profiles. This two-tiered approach allows service providers to

restrict sensitive configuration information regarding details related to the service, such
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as internal domain topology, communication technology, filters and personalization

configuration.

The peers that form a part of the P2P SON play particular roles when implementing

AgS. On the one hand, the peers that execute services and service components are

responsible for producing the service profiles and announcing (publishing) them. On

the other hand, there are other peers that receive these announcements, cache them and

form a second-tier overlay where the searches are performed. Therefore, each service

offering is published and aggregated in special peers at the P2P SON so that it can be

found easier and faster.

To sum up, AgS serves as a second-tier for the P2P Search Service, and increases

the response time for a particular kind of search (service and service components).

In the validation framework for this thesis, a particular P2P SON uses the AgS to

implement the search for service components that can be assembled in new services.

Thus, it is worth mentioning that the search results from AgS can be used by external

service composition platforms. The adopted strategy for AgS per se, reduces the time

needed for searching, and in addition, the use of the replication/caching of the search

results ensures a better performance. The AgS is discussed in detail in Chapter 4.

3.3.2.3 Support for Management Systems

The operation of a P2P SON as an infrastructure for services offering is a sensible

system. This operation may include offering, searching and provisioning. Service

providers have different equipment, policies and expectations. They manage their

internal domains by relying on different solutions including third-party or legacy

management systems. In particular, the management systems are responsible for

keeping things running, which allows the business to move forward. However, the

wide range of management solutions can lead to heterogeneity problems when several

service providers are joined together to form a P2P SON.

OMAN proposes the use of a module to deal with these issues. The Support for

Management Systems can offer legacy management functionalities by providing an
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interface for standard management systems. This module can exchange information

with the SON provisioning module to allow automatic SLA negotiation. In effect, this

module can influence the decision of what kind of P2P overlay network will be used in

the module Support for P2P Communication. In this case, legacy or specific tailored

negotiation and voting systems can be used by the P2P SON by means of the interface

provided by this module. Furthermore, third party software operators can use this

module to offer network management services to the P2P SON.

This module can be adapted and improved in accordance with the needs of the

P2P SON operators (service providers). In the best interests of P2P SON, this module

should be deployed by reliable third-party operators. This approach can overcome the

concerns between service providers regarding the matter of trust.

3.3.3 Third Layer

This section presents high level functionalities comprising the P2P SON operations and

support for services offering.

3.3.3.1 Overlay Monitoring (OM)

The Overlay Monitoring is responsible for capturing and offering of data related to

the P2P SON for the applications and services running on the P2P SON. This module

collects this information through monitoring peers (using pooling or publish/subscribe

paradigm, depending on the information being monitored). The applications can use

these data to improve their routing, storing, and processing capabilities. The Overlay

Monitoring module is closely bonded to the Configuration Manager module since the

application or service triggers it to adapt the application in accordance with its needs.

The approach used in the design of the Overlay Monitoring module is as follows.

Each node belonging to the P2P SON should report the monitored information in a time

period interval (or in the case of publish/subscribe paradigm, when the information is

ready for this) to a specialized node in the P2P SON. These nodes must be chosen by
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following certain criteria, which can be, for instance, how long the nodes are alive in

the P2P SON. These nodes also are responsible for providing the necessary monitored

information to its partner module, Configuration Manager.

In this way, there is a non-exhaustive list of information that is set out and has

to be monitored during the operation of a P2P SON. This list represents a useful

body of information for a wide number of applications/services. Thus, the purpose

of presenting this collection of information is to comprise general purpose services

regarding their performance. However, specialized services that make use of P2P SON

can have particular needs that should be elaborated in future enhancements of this

module.

Processing Load: This information reveals how idle or busy the node’s processor

is. It is closely related to the node’s load, although this information also takes

account of memory and disc usage per process. Hence, the processing power

information is appropriate to specialized applications and services that share

processing capabilities. This information is kept at an average value between

the measurement intervals. The use of this strategy allows high processing power

services to avoid choosing a peer that processes data intensively, and relies heavily

on calculations, including those with a low memory consumption.

Storage Capacity: How much main or secondary memory space is available for the

application or service in the running node? This is what this metric depicts.

This information is required for content sharing (especially file sharing), and

database-intensive services. This information is also important, to instantiate or

clone the same application or service in another node in the P2P SON. This latter

functionality is essential in the case of load balancing or fault tolerance and also

for P2P applications that face high churn rates.

Bandwidth: Each node involved in the P2P SON has communication interfaces that

can be active or otherwise. Each interface provides access to a communication

link with a certain available bandwidth, depending on the link utilization which,

in turn, depends on the number of sessions handled by the node. The available

bandwidth determines how fast the nodes can communicate with each other.
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Thus, this information is especially valuable for routing, content delivery and

almost any networked operation that an application seeks to perform.

Node Load: The node load depicts how busy the node is as a whole in the P2P SON.

This metric not only takes into account the used processor capacity and how

many time slices it can attend but also how much memory and disc storage are

being used by the node to execute its demands in a time interval. This monitored

metric is important for applications that need some kind of processing information

about other peers in a session. For example, a service that attempts to encrypt

or decode some video traffic in the middle of a transmission could use the node

load information to choose which nodes can participate in the forwarding route.

In a shared environment these stated information are critical. Security aspects,

comprising the information misuse, adulteration, repudiation and other problems

should be handled by well-designed protection mechanisms that needs to be stated in

SLAs and enforced by the responsible third-party OMAN module (SON provisioning).

These protection mechanisms can work together with the Support for Management

Systems, which can adopt a global Policy Based Management (PBM) that must be

enforced for all the service provider participants.

3.3.3.2 Best Peer Selection Service (BPSS)

The Best Peer Selection Service (BPSS) is a module that is designed to face the peer

selection problem. This problem occurs when an application or service has to make a

choice about which of two or more counterparts it should interact with. In the case of

P2P applications, this is the standard since an application generates an overlay where

a single request can be served by more than one peer. Thus, the choice of which one

will deal with the request is a cornerstone problem. In our case, where services offered

in a P2P SON can be (but not necessarily are) P2P-like, peer selection is still an issue.

Consider the case of a service which is composed of several small service components

spread over the P2P SON. Several service providers can offer the same small service

components in the P2P SON. Thus, the composer can be interested in the particular

components that are closest to him. Moreover, when specialized services (e.g., on
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demand video streaming), even running in a P2P SON infrastructure, have to deliver

their data flow, the choice of which video sources are the best to achieve the agreed

QoS for the end user, is also overwhelming.

In fact, the choice of the best peer depends on the particular objective an application

has. When performance issues are considered, generally, metrics comprising the

capabilities and interconnection of the peers must be taken into account. The BPSS

natively offers the topological parameters to the applications/services to be used in

the best peer selection process. The topological parameters are the information about

the peers geolocation associated with underlying network performance parameters.

These parameters allow the use of the Euclidean distance between the peers belonging

to the P2P SON as suitable metric to ensure best peer selection to a wide class of

application/services.

All in all, in order to use this module an application or service must specify the

minimum number (greater than one) of best peers it needs. Among the various reasons

for having this exigency, it is useful for providing fault-tolerance to situations where

the first best peer selected is unavailable for some reason at the time of the request.

In certain cases, the BPSS can be used, along with the Overlay Monitoring (OM)

module, to provide an answer with a bunch of peers in the P2P SON that correspond

to particular metrics. When the only metric desired is the distance between the node

where the service is running and other particular nodes, the BPSS will be used by

itself.

3.3.3.3 Configuration Manager (CM)

The Configuration Manager (CM) module is responsible for adapting the P2P SON

to the conditions required by the applications or services, as well as for controlling

the underlay in order to get the desired behaviour for the application. The CM is

also responsible for the following: receiving the configurations that will be applied to

the overlay; creating groups of peers to execute particular management operations;

controlling the authorizations for applying configurations; and with the help of the
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BPSS module it is responsible for applying the configuration to the appropriate peer(s).

It can also offer information about the result of the configuration or delegate the task

of configuring to another peer. The CM will use the information collected by the OM

module autonomously to adjust the storing, sharing, and other capabilities.

CM can use the Support for Management Systems to control the underlay. The

decisions the CM should make to control the underlay depend on the overall policy

of the P2P SON (based on SLAs agreed between operators or providers), and

autonomously by the metrics monitored by the Overlay Monitoring (OM) module.

The Autonomic sub-module deals with this aspect.

The information monitored by the OM module also influences the Resilience

sub-module. This last module is responsible for keeping the P2P SON working when

disruptive abnormal conditions occur. An example of its operation appears when a

peer in the chosen P2P network overlay does not respond to the requirements and its

application or service must be cloned and started again in another peer. The task of

cloning and starting the “new” application is one of the responsibilities of this module.

The choice of the best peer to start the “new” application can be made by using the

BPSS module.

When there is a constant need to enhance applications and services, the user’s

general opinion about them is required even more. The Quality of Experience (QoE)

is the concept that is tailored to capture this notion about the systems from the end

users. The CM module is also responsible for implementing this feedback mechanism

through the QoE sub-module.

The capacity of analyzing the initial management policy and automatically

adapting the P2P SON is executed by the sub-module called Autonomic. The

self-configuration is one of a series of self-* characteristics [Hariri 06] designed to ensure

the self-management concept. At first glance, the P2P SON adaptation (which is based

on an initial policy integrated with the information collected by the OM module) can

also support the Resilience sub-module that executes some self-healing functions.

To fulfil its responsibilities, the Configuration Manager needs the cooperation of

the BPSS and the OM modules. Hence, the nodes that belong to the P2P SON and

42



Summary

implement the Configuration Manager also have to implement the other modules of

the third layer of our architecture.

3.4 Summary

In this chapter, an attempt has been made to provide an overview of OMAN. This

chapter has shown the three layers that OMAN is composed of. At the first layer,

OMAN depicts basic P2P SON composition functionalities and it is here that the

choice of which P2P overlay network will be used, along with the mechanisms used

for its provisioning, is made. At the second layer, basic and advanced modules for

search service and service components are provided. The aggregation mechanism used

to improve the search services is implemented at this layer. In addition, an interface

is designed at the second layer for the integration of management systems. Finally,

at the third layer the main contribution is the selection of the best peers though the

overlay monitoring and configuration procedures are also addressed.

On the basis of these layers, OMAN handles offers of services in a P2P SON

environment. Service providers form the P2P SON supported by OMAN through

a process of P2P joining. Each service provider makes available the nodes that execute

its services and service components. Services and service components are represented

as service profiles which are XML files that describe the main technical features of a

service, as well as the business information comprising its utilization. Service providers

publish service profiles at other special purpose SON peers and make them available

to their customers (e.g. other service providers, and end users).
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Chapter 4

Aggregation Service - AgS

Services and service components are becoming the main elements in interactions

among service providers and service consumers. These services might include content

(e.g. finding vendors offering a specific movie, dubbing or subtitling services for that

same movie), connectivity (e.g. interconnection links which satisfy QoS and security

requirements between the consumer and the origin of the content) or complementary

services (electronic billing and/or payment systems; multi-session controllers for

video-conferencing sessions, etc.). Regardless of what kind of services, they might be

dispersed anywhere among providers on the big cloud the Internet currently represents.

Since they are the main elements, services are in the business core and require

special handling in an architecture such as OMAN. This handling entails strategies

and mechanisms that allow maximum exposure of services to potential clients, (i.e.

the providers’ customers), and thus make them more likely to be used and lead to

an increase of income to their providers. The establishment of a P2P SON among

the service providers can constitute a first step in this direction. This allows service

advertisements to spread beyond single service provider domain boundaries with the

costs being shared with other service providers.

However, despite the forming of P2P SON, services still have to be searched. The

intrinsic P2P searching mechanisms are well suited to this task. However, in foreseen

scenarios such as the Future Internet (that include services negotiated in a huge market
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and even more virtualized environments such as Clouds with Infrastructure as a Service

(IaaS) and Software as a Service (SaaS) [Foster 08, Youseff 08]), where the number

of services and service components can easily scale to considerable numbers, more

specialized and efficient searching mechanisms are required.

The developed Aggregation Service (AgS) aims to supply the optimized solution for

searching services that are lacking in a P2P SON. In short, AgS takes advantage of the

service providers’ self-organization in the P2P SON to explore the concentration of the

published service profiles in a second overlay-tier to improve the searching process. This

is carried out by specific purpose messages that are used for the interaction between

the overlay-tiers and results in an optimized mechanism for searching services.

This chapter sets out the specifications and evaluation of an Aggregation Service

that is suited to the problem of optimising the search for service and service

components, that are integrated into the general conception of the OMAN architecture.

It is structured as follows: Section 4.1 describes the roles of the parties involved, their

interactions and the type of information exchanged. These parties include service

providers, end users, peers and services interacting in an appropriate architecture.

The AgS architecture is outlined and discussed in Section 4.2. The AgS architecture

aims to present the components and functionalities designed to optimize the search

of services in a P2P SON. In addition, Section 4.3 analyses the AgS evaluations and

the obtained results. Finally, Section 4.4 summarizes the chapter, highlights the key

findings and presents open issues.

4.1 AgS Model

A logical model of the AgS represents the entities that are required for coping with

the designed functionalities to ensure the search of services optimization process. The

AgS model is an important means of understanding the roles of the parties and entities

involved, their interactions, and the type of information exchanged between them in

a service searching process in the P2P SON. Some of the entities, which are depicted

in the AgS model, comprise the formation of the P2P SON and play specific roles.
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This is the case of the peers involved in the process. The peers that form the AgS

P2P overlay are called aggregation peers (or AgS peers). If the service providers

choose to make available their own aggregation peers, these peers should be chosen

from among the peers that compose the P2P SON. Thus, aggregation peers (or AgS

peers) are specialized SON peers.

The peers that compose the P2P SON are called SON peers. These peers form the

overlay network where the real services and service components are actually running.

The SON peers make the services indirectly available to external entities (such as

service composers and aggregators) which are likely to be located in other network

domains. The administration and management interfaces of the services are used to

put this into effect. These are the interfaces that are encapsulated in the service profile

already mentioned (see Section 3.1.1). SON peers make these interfaces available by

publishing a service offer at several aggregation peers in the P2P AgS overlay. These

aggregation peers may be located at the same domain as the SON peers or, in some

cases, at different domains.

The AgS operates in accordance with the model displayed in Figure 4.1. This

Figure depicts the class diagram of the AgS model in Unified Modeling Language

(UML) [Rumbaugh 05] but with the details on attributes and operations left out.

The model consists of 5 classes divided into 4 roles (subjects), i.e. Customer, Service

Provider, AgS Peer, and SON peer and one data class (objects), i.e. Service or Service

Component. Each class and its relationships with other classes in the model are

described in detail in the next Subsections.

4.1.1 AgS Model Description

The Service or Service Component object is the key piece in the AgS model. It is a

part of the interactions that occur between every subject in the model. It represents

the Service or Service Component that actually executes on the SON peer and is

published in an aggregation peer. Thus, Service or Service Components are represented

by service profiles according the specifications of the Service Providers, which are their

owners. The commercial exploitation of Services and Service Components depend
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Figure 4.1: Aggregation Service Model

on the business model that is undertaken by the Service Providers. A commercial

relationship will take place between the data class Service and its customer and also

its owner in a way that is independent of the current business model. In the AgS

Model, this relationship is represented between the Customer and Service or Service

Component classes, where the former buys the latter.

Service Providers are the owners of Service and Service Components. They offer

their services using the P2P SON in order to achieve broader consumer markets

beyond their own network domains. Following this rationale, Service Providers can

be Customers as well. This means they can act as third-party consumers of the service

components of other service providers. Nonetheless, before reaching this stage, first

of all, the service or service component has to be searched and found. According to

the AgS model, the customer, which might be a third-party service provider, uses an

AgS peer to accomplish this task. The AgS service performs the search and makes the

result available to the customer.

Aggregation peers, or simply AgS peers, represent the specialized SON peers, that

are chosen from among the peers that compose the P2P SON in order to form the AgS

P2P overlay. Each SON peer plays a double role. They execute the services and, also
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publish references to the available services at several AgS peers to optimize the search

of services. A single service offering can be spread over multiple AgS peers to allow for

some redundancy and overcome churn. The SON peers make the services indirectly

available (through interfaces encapsulated in a service profile) to external entities (such

as service composers and aggregators) located in the same or other network domains.

4.2 AgS Architecture

The core of the Aggregation Service is based on the service and service components

profile aggregation. This aggregation is implemented as the concentration of these files

in the aggregation peers. Nevertheless, an interaction involving SON and aggregation

peers is necessary to achieve this kind of concentration. This interaction comprises the

publishing of the service profiles offered, the reception of the publishing messages and

the organized storage of these profiles. This procedure seeks to improve the searching

process and for this reason, the developed AgS architecture is split into two layers as

follows:

Support : At this level, the SON peers, that have been made available by the

P2P SON participant service providers, will support the aggregation process by

publishing the service profiles. These service profiles must be generated by the

service providers in accordance with their internal policies.

Aggregation : This level is responsible for the storage of the service profiles and

ultimate recovery, i.e. when the searching has been performed. This happens at

the aggregation peers.

The interactions between these two layers, the roles of the AgS components and

the entire working of the AgS architecture are examined in the next Sections.
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4.2.1 AgS Description

The Aggregation Service (AgS) is an unstructured P2P overlay, which means there is

no tight coupling between the AgS overlay topology and the exact location/placement

of the information (aggregated services). It executes on top of a P2P SON that is

created by service providers. Ultimately, AgS is composed of peers that belong to

these service providers that are interested in advertising their services. These peers are

chosen from those (SON peers) in the P2P SON, and they form a new overlay where

they play the roles already explained and, for that reason, are called aggregation peers.

The purpose of the AgS is to improve the search for service and service components.

To achieve that goal, aggregation is the chosen solution. In this case, aggregation is

achieved by concentrating the service offerings on the aggregation peers, to improve and

optimize the search process. The architectural design of AgS is depicted in Figure 4.2.

Domain CDomain BDomain A

Provider/User

Aggregation Service (AgS)

SON peer

Aggregation peer

Aggregation links

Physical links

Overlay links

Query

SON

Figure 4.2: Aggregation Service Architecture

Figure 4.2 shows that AgS consists of a P2P overlay using a logical ring topology

where the exact location of the aggregated services is unknown. However, despite

the depicted, other P2P topologies can be easily applied. Nevertheless, it is worth
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mentioning that the aggregation peers keep an internal cache for storing service profiles,

and also maintain pointers for successor and predecessor peers in order to form the

logical ring topology. Figure 4.2 also shows SON peers that belong to particular

administrative domains that announce (publish) their services and service components

to the aggregation peers.

These peers belong to the service providers that offer services/components. Unlike

the aggregation peers, SON peers participate in the AgS by making the administration

and management interfaces of the services indirectly available to external entities

(such as service aggregators), which are probably located in different domains. These

management interfaces are used in the assembly and lifetime management of the

composed services. SON peers make these interfaces available by publishing a service

offer (i.e. the service profile) at several aggregation peers in the P2P AgS overlay.

These aggregation peers may be located in the same domain as the SON peers or, in

some cases, in different domains.

The AgS executes the search for services and service components by means of

keywords. Thus, it is expected that the keyword used in the service profile as well as

in the search, will be representative of the desired service. Besides the keyword, the

service profile should also keep information about the administration and management

interfaces so that services can be accessed.

Each peer involved in the AgS can take care of several service offerings. A single

service offering can be spread over multiple AgS peers which allows some redundancy

and enables it to overcome churn.

Taking into account the way the AgS works, the P2P SON underlay can be

composed of either an unstructured or structured overlay. Since the underlay SON

is a means of organizing the participant service providers, the AgS takes on the role of

booster for the search and of contact interface for the users (e.g. the providers of new

composed services and end users). Even if the SON underlay is not composed of P2P

bindings, the AgS can still be used.
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4.2.2 AgS Utilization

The AgS can be used as a non-structured solution since it can be deployed within the

current infrastructure of the service providers without increasing costs. In addition,

the two-tiered AgS architecture enables the publish and search functionality to be split

off from the services and service components management functions that are carried

out in the P2P SON-tier. Thus, sensitive information and configuration of the services

(e.g. the existing internal service provider management services, topologies, etc.) can

be protected by making available (publishing) a previously selected set of interfaces for

services and service components. In addition, this two-tier approach allows answers

to be obtained more quickly at a low computational cost through the aggregation of

the services and service component offerings in the higher tier. Moreover, as it is

the service providers that maintain this aggregation tier, this ensures that there is

cooperation between them when they offer their services. This approach is suited to

high dynamic and large-scale multi-domain environments.

Therefore, searching for a service by means of the AgS framework results in a set

of references to SON peers that offer an interface to the services that match the search

criteria. This preserves the internal details of the service, since the external entity is

only granted with a mediated access (by means of the SON peer), which may hide

sensitive information and filter undesired operations.

4.2.2.1 Usage Scenario

AgS is used by service providers as an infrastructure tool. In contrast, service provider

customers use this tool to achieve their business goals by means of using the found

service. It is worth mentioning that an AgS client can also be a service provider that

forms a part of the AgS itself. Of course, an end user can also use the AgS. The way

the system operates, however, is the same for both kinds of users.

In addition, the way the AgS is used by the provider of a composed service, for

instance, is very simple. This provider uses the AgS to search the SON peers where

the required service components are available. Taking Figure 4.2 as a reference-point,
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let’s consider that a service provider from Domain A subcontracts services located

in Domains B and C (e.g. a connectivity service with QoS guarantees and access to

multimedia content). In this scenario, the AgS ensures that the SON peer reference for

this service can be recovered. Further access to the service interfaces (contracting,

monitoring and life cycle management, etc.) is provided by the SON peer that

represents that service component. Interaction between the service contractor and

the SON peer is conducted outside of the AgS and the OMAN architecture.

A specific usage scenario for a third-party service provider or end user might be the

on-demand stream-like movie delivery system with its associated service components.

With this example, these service components might include content (e.g. finding

vendors offering a specific movie end-user wants to see; and finding dubbing or

subtitling services for that same movie), connectivity (e.g. interconnection links with

QoS and security requirements between the consumer and the origin of the content)

and complementary services (electronic billing and/or payment systems; multi-session

controllers for video-conferencing sessions, etc.). These service components can be

found on different service providers belonging to several particular domains (e.g. B

or C, as shown in Figure 4.2), and once composed, they can be offered as a complete

third-party service.

4.2.3 AgS Operations

The AgS is based on a number of operations. These operations cope with the formation,

operation and finalization of the AgS P2P overlay and are called Join, Publish, Search

and Leave. The execution of these operations depends on the occurrence of particular

events. This is the case, for instance, when a new aggregation peer joins the AgS, or

when an aggregation peer starts to looking for references of SON peers that can execute

some particular service or service component.

In order to accomplish the AgS goals, messages are exchanged between aggregation

peers regarding particular operations. The set of these messages constitutes a protocol

named AgS-P. The AgS-P payload message formats and objects are defined in

Appendix B. Each message associated with the AgS operations is presented and

discussed in the perspective of the operations as follows:
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4.2.3.1 Join Operation

This operation is responsible for the AgS P2P overlay formation. As already mentioned,

the participant AgS peers form a logical ring. The Join operation faces the double

linking arrangement between AgS peers and needs a particular kind of message to be

carried out. The JoinMessage is suited to this task, and can be described as follows:

JoinMessage : This message is launched by the Join operation and starts the

joining process of a new aggregation node into the AgS. Taking advantage of

the simplicity of the logical ring topology, an AgS joining aggregation peer sends

this message to its successor and predecessor in the ring. These messages carry

the peer identifier as a message field representing the predecessor or successor of

the receiver peer. This peer ID is used by the JoinMessage receiver to update

the corresponding pointer to its successor or predecessor in the ring. The choice

of what will be the successor and predecessor of a joining AgS peer is based on

the values of the peer ID. Hence, a joining AgS peer will be located between the

immediately greater peer ID, which will be its successor, and the immediately

smaller peer ID, which will be its predecessor. In this way, the ring is formed in

accordance with the increasing values of the peer ID.

Figure 4.3 shows an ingress AgS peer and the JoinMessage participation on the

Join operation.

4.2.3.2 Leave Operation

AgS peers need a way for a normal exit from the AgS P2P overlay. This operation is

responsible for this and generally takes place when a service provider discontinues its

last running service in a SON peer. The Leave Operation is responsible for keeping the

logical ring consistent without breaks. Like the Join Operation, the Leave Operation

relies on the AgS peers ID to keep this consistency by handling the successor and

predecessor links. This is carried out in a similar way to the Join Operation, and a

special kind of message is used for this purpose. This message is the LeaveMessage

and can be described as follows:
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AgS peer AgS peer AgS peer AgS peer

Id 50 Id 67 Id 78 Id 96

AgS peer

Id 73

joining

AgS-P 

JoinMessage

AgS-P 

JoinMessage
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Figure 4.3: Message Sequence for Join Operation

LeaveMessage : When an aggregation peer leaves the AgS overlay in a regular way,

the operation Leave is triggered and the LeaveMessage is sent. As in the case

of the Join operation, for each leaving peer, this message is sent twice in order

to update the predecessor link of the current leaving peer’s successor, and the

successor link of the current leaving peer’s predecessor. To accomplish that, the

LeaveMessage sent to the current leaving peer’s successor carries the peer ID of

its predecessor. Moreover, the LeaveMessage sent to the current leaving peer’s

predecessor carries the peer ID of its successor.

Figure 4.4 depicts the Leave operation and the LeaveMessage participation on the

sequence of events.

4.2.3.3 Publish Operation

This operation is responsible for feeding AgS with service profiles. In spite of the

previous and remainder operations, Publish Operation is started by SON peers.

Nevertheless, it only occurs when a SON peer wants to advertise a service or service

component that it is executing. This means the SON peer must have a valid service

profile and be authorized by the service provider to publish it. This publishing is

undertaken by SON peers through PublishMessages sent to a group of AgS peers. This

message and its interaction can be described as follows:
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AgS peer AgS peer AgS peer AgS peer
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LeaveMessage
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LeaveMessage
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AgS peer

Figure 4.4: Message Sequence for Leave Operation

PublishMessage : The Publish operation is executed by means of the

PublishMessage. This message is sent by the SON peers as a way of announcing

the services they are executing and authorized to advertise. It is then sent to a

set of AgS peers in a unicast manner since the group of AgS peers can be different

for each SON peer. This set of AgS peers is randomly chosen from among the

active AgS peers. This strategy enables a high publishing distribution that can

reduce the effects of the churn of the AgS peers and lead to faster searching as

well. This increased speed can be achieved because when there are more copies

of the service profiles, the SearchMessage does not have to travel so many hops

to reach its goal. The payload of the PublishMessage carries the service profile

for a service or service component.

Figure 4.5 shows the Publish operation that is possible through the interaction

between SON peers and AgS peers. This interaction occurs when SON peers execute

the service advertisement by sending the PublishMessage to its set of AgS peers.

Figure 4.5 shows that the set of AgS peers for the SON peer A is AgS peers ID 50 and

96, for the SON peer C the set of AgS peers is AgS peers ID 96, 78 and 50. In spite of

this, Figure 4.5 also shows that SON peer B is advertising any service at the snapshot

taken.
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Figure 4.5: Message Sequence for the Publish Operation

4.2.3.4 Search Operation

In order to execute the Search Operation, AgS-P provides two standard messages.

These messages are responsible for walking through the AgS overlay requesting for

a particular service or service component, as well as to report the result(s) to the

requesting AgS peer. This process involves visit neighbouring peers and asking them

to check their local caches and forward the requesting message in case they do not find

the requested service. For the case they find the requested service, a new message has

to be generated and sent to the requesting AgS peer with the result(s). These messages

are described as follows:

SearchMessage : The SearchMessage is sent on the occurrence of a search request in

an AgS peer. Customers who employ the Aggregation Service use this interface

to execute the search for a service. The SearchMessage is sent by an AgS peer

to its successor in the AgS ring and is forwarded in a clockwise manner until

it reaches an AgS peer that keeps the searched service profile in its local cache.

This message carries the keyword representing the service or service component

searched, as well as the peer ID of the requesting AgS peer. The AgS framework

is also prepared to use this message as a collector of all the SON peer references
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that execute the desired service or service component. When working in this

mode, this message also carries a list of SON peer references and the forwarding

only stops when the SearchMessage reaches the requesting AgS peer.

SearchReplyMessage : This message is the message used as a response to the

SearchMessage. It is triggered by an AgS peer when it receives a SearchMessage

and after checking its local cache. If there is a service profile for the service

being searched, which is associated with a SON peer reference, then the

SearchReplyMessage is sent straight on to the requesting AgS peer. This message

carries a list of SON peer references in its payload, which can be fulfiled with one

or more SON peer references. The reason for this is that an AgS peer can keep in

its local cache the references for several different SON peers that are running the

same service or service components. It is worth remembering here that service

providers from different domains can offer the same services and publish them at

the same AgS peer.

Figure 4.6 depicts the SearchMessage forwarding process which occurs when a

SearchMessage is received by an AgS peer. After checking its local cache, this AgS peer

decides if it will forward the SearchMessage or respond to the request. This forwarding

process continues until the searched/requested service or service component (service

profile) is found in an AgS peer’s local cache. When this occurs, a SearchReplyMessage

is generated and sent back to the requesting AgS peer carrying the service profile and

the associated reference for SON peer responsible for the profile.

Table 4.1 summarizes the AgS operations and the corresponding messages

exchanged among peers.

4.3 AgS Evaluation

In this section, the AgS proposal [Fiorese 10d,Fiorese 10a] is evaluated to determine

its efficiency in providing a framework for storing and searching service and service

component references in a large-scale multi-domain environment formed by multiple
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Figure 4.6: Message Sequence for the Search Operation

Table 4.1: AgS Table of Operations and Messages

Operation Goal Executor Message sent
Join Form the Aggregation

Service.
aggregation
peer

JoinMessage sent by the requesting peer to its successor
and predecessor in the overlay.

Leave Leave the Aggregation
Service (in a normal
way).

aggregation
peer

LeaveMessage sent by the requesting peer to its successor
and predecessor in the overlay.

Search Look for a peer that
provides a particular
service/service
component.

aggregation
peer

SearchMessage sent by the requesting peer to its successor
in the overlay ring in a clockwise manner. The message
is forwarded clockwise until it arrives at its goal or until
the message reaches the requesting peer. When the desired
information is found, a SearchReplyMessage containing it,
is then created. This message is directly transmitted to the
AgS peer that triggers the Search operation.

Publish Make the services to be
searched available.

SON peer PublishMessage sent by the SON peer to its aggregation
peer(s), which makes the service(s) public.

service providers (P2P SON). Several different features have been evaluated with regard

to performance and scalability, comprising response time and average path length

metrics. Furthermore, a comparative analysis has also been conducted of related

work as well as the use of replication/caching as a mechanism to improve searching

performance. Additionally, dimensioning of the AgS was also studied and evaluated to

assess the efficiency of the searching.

The evaluations involved carrying out several simulations comprising scenarios with

multiple service providers spread across multiple administrative domains. In all of
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these scenarios, service providers cooperate in the SON formation and ultimately in

the formation of the Aggregation Service, in compliance with the proposed OMAN

architecture.

Having in mind the stated, this Section is organized as follows: Subsection 4.3.1

provides an overview of the objectives and methodology applied to the experiments that

were carried out. Subsection 4.3.2 presents and discusses how the experiments were

conducted. Finally, Subsections 4.3.3, 4.3.4, and 4.3.5 analyse each of the experiments

and its results to evaluate the AgS.

4.3.1 Objectives and Methodology

Several experiments were conducted to determine the effectiveness and performance of

AgS, and the main objectives and methodology employed in the simulation experiments

are discussed in this Section.

The first group of experiments analyses the replication/caching of the AgS

performance with regard to the average path length of searches [Fiorese 09,Fiorese 10d,

Fiorese 10a]. The evaluation of proposed experiments involves verifying the Average

Path Length (APL) SearchMessage travelled in the AgS in order to find a particular

desired service or service component. The number of hops on the average path length

was compared in two scenarios, each with two environments. In the first scenario, AgS

was used in the experiments but not in the second. The decision about whether or not

to use replication/caching for the search results in each of these scenarios depended on

the environment. The analysis of the average path length is an important metric that

acts as a means of detecting some evidence or clues regarding the overall performance

of AgS and whether it should be adopted. For this reason, simulation was carried

out both with and without the AgS, and either using or not using replication/caching.

Additionally, analysis of the average path length in the environment with AgS provides

valuable information about the distribution of the service profiles in the AgS. Therefore,

it is reasonable to postulate that the lower the average search path length in AgS, the

better the AgS performance.
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The second set of tests determines the AgS efficiency with regard to its performance

and scalability by using the search response time as the metric [Fiorese 10b,Fiorese 11c].

The objective here is to analyse the impact of AgS on its users by measuring the

time they have to wait for an answer to their requests. Therefore, in this context,

response time is regarded as the time between when a SearchMessage is sent and the

SearchMessageReply reception, and the average of this time is used in the analysis.

Two environments are simulated/tested regarding this set of experiments. Initially,

the average response time was compared between searching with AgS and searching

without AgS, in the P2P SON environment. Furthermore, the same simulations

were repeated for a comparison made between AgS and an environment executing

gnutella [Ripeanu 02] in its version 6. In addition, the search hit ratio between the

compared solutions, i.e. AgS and gnutella v6, was also tested. When analysed together,

these two metrics, i.e. the response time and search hit ratio, allow an evaluation to

be made of trade-offs eventually existent between performance and the accuracy of the

search.

The last set of tests aims to evaluate AgS regarding its utilization by service

providers [Fiorese 11b]. This analysis takes into account its search efficiency, and the

size required to provide that efficiency. Thus, this set of tests seeks to determine the

maximum number of AgS peers (AgS size) that are needed to ensure that the search

is more efficient than just using the native P2P SON search mechanisms. In view of

this, suitable AgS dimensioning helps service providers to plan their infrastructures

and services, thus allowing them to keep their costs under control. The searching

response time is used as a metric in this assessment of dimensioning, by comparing

them in the following environments: 1) P2P SON and 2) AgS. The assessment also

takes into account the maintenance overhead of AgS itself, in order to compare it with

the searching response time in the P2P SON.

Table 4.2 provides an overview of the experiments and states the corresponding

section where they are discussed in detail.
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Table 4.2: Summary of the evaluation steps of the AgS simulation strategy

Experiment
identification

Experiment name Section

I AgS Evaluation using Average Path Length
and Data Replication

4.3.3

II AgS Performance and Scalability
Evaluation using Response Time

4.3.4

III AgS Dimensioning Evaluation 4.3.5

4.3.2 Validation Framework

The simulations were performed using the PeerFactSim.KOM simulator [Kovacevic 07].

This simulator is developed in Java and provides a series of interfaces that allow the

development of a P2P overlay network from scratch, depending on the case. The

PeerFactSim.KOM simulator allows the development and simulation of large-scale P2P

networks and overlays. The Object Oriented Programming (OOP) paradigm that

was adopted, along with some consolidated design patterns, allows the abstraction

of the several levels involved in the development of these overlays. The Factory

design pattern [Gamma 94] is used for the instantiation of the components used in

the simulation.

The PeerFactSim.KOM has a modular architecture and allows the simulations to be

executed by providing an architecture with implementations of several components used

in the simulations. This is the case, for instance, of the transport and network layers

of the Open Systems Interconnection (OSI) reference model. The implementations

of TCP/UDP/IP were particularly used for the validation experiments that were

conducted. The next stage in the implementation of a new P2P overlay is the

development of the overlay classes that rely on the node behaviour. This behaviour

comprises how events are executed, how messages are routed, and so on. Ultimately,

applications execute on top of the nodes. The applications are responsible for offering

the interface required for the execution of the events. This means, for instance, the

application that is running on top of an aggregation node, must implement a method

for starting the join operation.
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Figure 4.7 shows the architecture of the used simulator, including the

aforementioned modules, and highlights the interaction between the module Node and

the formation of the overlay. The used simulator allows the implementation of any kind

of P2P overlay topology, which depends on the implementation of the routing scheme.

Network

Transport

Overlay Node

←

Application

Figure 4.7: Simplified PeerFactSim.KOM Simulator Architecture

The PeerFactSim.KOM is an event-based simulator. This means, its core handles

operations based on a discretized time-line. The operations are the implementation

of the events. As mentioned earlier, the execution of an operation generally involves

the sending or exchanging of messages. The simulator provides interfaces and abstract

classes for the construction of operations and messages, as well as other necessary

components such as nodes, applications and analysers.

Taking this into account, PeerFactSim.KOM uses a configuration file where the

occurrence of operations are specified. This file is called actions file. Figure 4.8 shows

an excerpt of an actions file used in one of the simulation sets. This fragment shows,

as an example of the simulation execution, that the search operation conducted by

A628 has as result M86, if any of the aggregation peers (A593, A67, A222, A797,

A134,A433) had not yet left the AgS P2P overlay. In this case, there would only be

a SearchReplyMessage to A628 if some other SON peer belonging to Domain 6 had

published the S4 service to another aggregation peer that had not yet left the overlay.

The actions file name is in fact an element of the XML main configuration file.

This file specifies which modules and factory classes the PeerFactSim.KOM simulator
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A433 497m join

A134 721m join

A593 777m join

A67 1402m join

A797 2734m join

A222 2813m join

M86 2921m SONNodesApplication:publish

A134 1342m leave

A433 1361m leave

A67 2422m leave

A797 2770m leave

A593 2818m leave

A222 2861m leave

A628 2937m searchService S7@Domain6

Figure 4.8: Fragment of the operations configuration file

will use, such as network, transport, nodes, overlay, and application. Furthermore, the

nodes configuration is also set up in this file, either as an individual or in a group.

Each node or group of nodes can have particular parameters that allow their roles

to be differentiated. This is the case for both the nodes (peers) that implement the

role of the AgS peer and the nodes that implement the role of the SON peer. In our

simulation model, the nodes factory uses a logical parameter to identify which role a

node should play and which appropriate node class to instantiate. All in all, these two

files (actions file and configuration file) feed the simulator’s core so that it can start

scheduling the operations, which in their turn, send messages and allow the simulation

to be executed. Figure 4.9 shows a fragment of a real main configuration file used in

one of the simulations executed.

As a matter of fact, simulator core, i.e. the scheduler, configuration files and

implemented classes implementing the whole Aggregation Service, are combined in

order to model the simulations that are carried out. Analysers are also implemented

that are responsible for filtering and storing the results of the simulations. This means

that the results are analysed in a further stage, figures are produced and new clues

learned. The simulation model adopted is shown in Figure 4.10.

The specific features of each scenario simulated are discussed when the results are

shown, i.e. in Sections 4.3.3, 4.3.4 and 4.3.5.
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<?xml version='1.0' encoding='utf-8' ?>

<Configuration>

<Default>

<Variable name="size" value="13000" />

<Variable name="finishTime" value="3000m" />

<Variable name="actions" value="./3000AggNodes/1000-moucaf-actions.dat" />

<Variable name="nAggNodes" value="3000" />

</Default>

<SimulatorCore class="de.tud.kom.p2psim.impl.simengine.Simulator" static="getInstance"

seed="$seed" finishAt="$finishTime" />

...

<MOVerlayNode class="impl.overlay.MOverlayNodeFactory" />

<SONNodesApplication class="impl.application.SNodesApplicationFactory" />

<AggregationNodeApplication class="impl.application.ANodesApplicationFactory"

numberOfAggregationNodes="$nAggNodes" />

<HostBuilder class="de.tud.kom.p2psim.impl.scenario.DefaultHostBuilder " experimentSize=

"$size" >

<Host groupID="A0" >

<Network/>

<TransLayer/>

<MOVerlayNode isAggregatorNode="true" />

<AggregationNodeApplication/>

</Host>

...

<Host groupID="M1" >

<Network/>

<TransLayer/>

<MOVerlayNode isAggregatorNode="false" aggregationNode="A1719,A854" service=

"S1@Domain7,S3@Domain7,S5@Domain7" />

<SONNodesApplication/>

</Host>

</HostBuilder>

</Configuration>

Figure 4.9: Fragment of the main configuration file

Simulator Core

Simulation Configuration

Events Configuration

Developed Classes

Applications

Nodes

Operations

Messages

Analysers

Results

Figure 4.10: Simulations Model

4.3.2.1 Tools Employed

Besides the JavaTM language, which is used in the simulator, some other tools have

been employed for this study. EclipseTM, an Integrated Development Environment
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(IDE), helped with the project organization and its integration with the Java compiler

and debugger. The gnuplot project [Janert 09,Williams 10] was also used to generate

figures. Some statistical data were produced with a spreadsheet application that

exported data that could be used with gnuplot.

4.3.3 AgS Evaluation based on Average Path Length and

Data Replication

As already discussed, the AgS copes with the problem of optimizing the search

of services in a P2P SON. The task of validation carried out by AgS through its

experimental evaluation, is an important factor in its acceptance and the way it is used.

However, a question arises regarding what factors should be taken into account in the

experimental evaluation. At first sight, performance was viewed as the criterion and

this is important since it reflects the extent to which the AgS optimizes the searching

process. This can be measured by comparing its performance with environments which

lack the use of AgS and also with related solutions.

Regarding these aspects, some research questions can be raised in order to evaluate

the performance of the AgS:

1. Can the use of an Aggregation Service improve current P2P search mechanisms?

2. Can the replication/caching of the search results boost the searching process?

What is the effect of replication on environments with and without the

Aggregation Service?

3. What is the influence of services distribution on environments with and without

Aggregation Service?

A way to answer these questions is to investigate some metrics related with

the established criterion. These metrics must be of a comparable level in different

environments so that they can point out with an appropriate statistical confidence
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interval (CI), which is the best solution and the most suitable environment. In view of

this, the first metric assessed was the Average Path Length (APL).

The APL, as a metric, shows the difficulty or complexity to find a desired service

in the AgS. The APL has to take into account the SearchMessage travelling around

the AgS. It should be mentioned as a means of understanding this process, that the

Search operation generates an initial SearchMessage that is successively forwarded

until it finds the desired information or the original requesting aggregation peer. Each

transmission/forwarding represents a hop on the message path. Thus, the average path

length will be the ratio between the number of hops and the number of search messages

or search operations successfully or unsuccessfully accomplished, depending on what

kind of analysis is conducted. In the evaluation that was carried out, the APL for

successful findings was used. Eq. (4.1) shows the formula for the APL.

It is worth mentioning that Search operations and SearchMessages are different

things. Operations send messages and receive replies. However, in the case of the

Search operations this is not always what occurs. When the aggregation peer that

starts the Search operation finds the desired service or service component in its local

cache, a new SearchMessage is not necessary and as a result, a reply is never received.

As Eq. (4.1) shows, our analysis is based on the number of received replies to the sent

query messages, so that it is possible to actually represent the APL as the average path

travelled by a SearchMessage until it reaches its destination.

APL =

nserviceFound∑
hops=0

hops

SearchReplyMessages
(4.1)

Thus, in order to answer the second question raised in this Section, the replication

of the search results was also taken into account. Thus, in the simulations where

replication is active, when the SearchMessage reaches the aggregation peer that keeps

the profile of the desired service or service component, then a SearchReplyMessage

containing that information is sent to the origin aggregation peer that stores the

information in its local cache. Thus, in a future search for the same service or service
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component started by aggregation peers located before the one mentioned in the AgS

ring, then the search will get fewer hops.

All in all, it should be noted that replication in the context of this thesis means

the caching of information. The term replication is used because the information

(service profile) is explicitly and actively copied from the source, which is the AgS peer

where the service is found, to the destination, which is the requesting AgS. Ultimately,

replication is performed with the help of a SearchReplyMessage.

4.3.3.1 Simulation Framework

In order to assess the AgS behaviour and answer the aforementioned research questions,

it has been conducted a simulation study to measure the APL necessary to locate the

SON peer that makes a particular service available.

The simulations involved 1000 aggregation peers, which kept the services that were

made available and published by 10,000 SON peers spread over 10 different domains.

For the sake of simplicity, a particular SON peer can only offer, at most, seven services

or service components randomly chosen (using a uniform distribution) from the service

set S={S1,S2,S3,S4,S5,S6,S7}.

Each SON peer can only publish its service subset on, at most, 10 distinct, randomly

chosen, aggregation peers (also following a uniform distribution). Nevertheless, it is

possible that more than one SON peer can offer the same services subset at the same

domain and publish it on the same aggregation peer. In the interests of simplification,

the search concludes with the first match (although AgS also supports the return of all

the matches).

Each execution simulates 50 hours of work. Each simulation used the same scenario

and a different number of search operations were simulated, which ranged from 100 to

1000 operations. Every operation (e.g. joining, leaving, publishing, and searching) is

executed according the time specified in the simulation actions file.
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As mentioned earlier, replication was activated during the execution of

the simulations in its particular environment. The comparison with other

scenarios/environments forms part of the results for this Section.

Two sets of simulations were executed comprising two scenarios involving the P2P

SON: 1) with the AgS and 2) without the AgS. In each scenario, simulations were

executed in two environments: 1) replicated search results, and 2) non-replicated

search results. Figure 4.11 summarizes the simulation framework for the conducted

experiments which comprised the performance analysis where the average path length

is used as the metric.

Figure 4.11: Simulation Framework for APL

4.3.3.2 Results

The APL analysis takes into account the number of hops required for successful

SearchMessages, i.e. the number of aggregation peers that are counted between

the query from the requesting peer and the providing peer through a traveller

SearchMessage. The results rely on a confidence interval of 95% for the mean APL

value.
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Table 4.3 provides the values

of APL for the experiments

with and without AgS. The CI

columns represent the values of

the margin of error calculated for

the 95% confidence interval. The

first column called SearchOp

represents (in descending order)

the number of Search operations

that were executed for each

scenario and environment. The

columns called Repl represent

the values of APL in the

environment where there is

replication of the search results.

In contrast, the columns called

∼Repl represent the values

for the environment where

replication was not used.

Figure 4.12 shows the

APL for the scenarios

and environments already

mentioned. In this figure, two

representative sets of curves can

be seen. Those on top represent

the scenario without AgS,

and the higher curve indicates

the environment without any

replication of the search results.

On the bottom there are the

two curves for the scenario with AgS, and as expected, the lower curve represents the

environment where there is replication. All the curves are drawn with a margin of

error that considers a 95% confidence interval.
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Figure 4.12: Compared Average Path Lengths

Figure 4.12 is quite revealing in several ways. First, the replication of the search

results is worthwhile when there are repeated queries for the same service/service

components. Taking the arithmetic mean of the APL from Table 4.3 as a basis, it is

possible to figure out that the APL is approximately 14.39% lower when the replication

of search results is used in the scenario without AgS. The APL is also low when the

replication is used in the scenario with AgS, although, in this case, the difference is

only approximately 3.73%.

These differences are explained by the concentration of the services and service

components profiles in the AgS. In the scenario without the AgS, the replication is

more relevant since the services are not concentrated at the peers’ local cache. On the

other hand, in the scenario with AgS the Publish operation feeds the peers local cache

by concentrating the services on a lower number of peers and consequently making the

queries less dependent on replication.
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Figure 4.12 is also revealing with regard to the use of the AgS. Indeed, the AgS

dramatically reduces the APL of the search. A comparison between the arithmetic

mean values for both scenarios, that takes into account the environment where the

replication was not used, reveals the APL is approximately 64.67% lower when using

the AgS. When the same comparison is made for both scenarios and the environment

where replication is taken into account, the difference is approximately 60.26%. These

drastic reductions in the APL values show the effectiveness of using AgS to improve the

searching of services and service components in a P2P SON and thus gives a positive

answer to the first of the questions raised.

The behaviour of APL was evaluated to determine the statistical dependability of

the results achieved in the experiments. This included a regression analysis where

equations were found that describe how APL behaves in accordance with the increase

in the number of search operations for the simulated scenario. This behaviour can be

seen in Figure 4.13.
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The curve adjustment by polynomial

regression (the standard error and correlation

coefficient are shown in the graph) is

expressed in 4 different equations that

describe the behaviour of the APL where x

is the number of search operations and y is

the APL. Table 4.4 shows the approximate

coefficients for the curves displayed in

Figure 4.13. Given the high correlation

coefficient and relatively low adjustment

error (at least for the scenario with AgS),

we assume the remaining behaviour can

be predicted by using these polynomials.

Moreover, this allows the functions in

Figure 4.13 to be considered as the probability

density functions for the APL behaviour in

the carried out simulations.

These findings were obtained from

scenarios where the services a peer can

publish in the AgS (or keep in its local

cache), were randomly chosen from a set of

7 services ranging from a minimum of 1 to a

maximum of 7. Nevertheless, what happens

when the distribution of services changes in

the AgS or in the P2P SON? This indeed

is the third question to be answered in this

Section. Thus, on the basis of the assumption

that the set of 1000 search operations is the

most significant set of search operations, we

have simulated the changing distribution of

the services. Figure 4.14 shows the results.

There, the x axis represents the maximum

number of services a peer can offer (published
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in AgS or kept locally). All the simulations triggered 1000 search operations. The

y axis represents the APL. As expected, the higher the number of services a peer

can offer, the lower the APL will be. It is worth to mention that the peers are still

constrained to publish their offer to a maximum of 10 aggregation peers.

 0

 20

 40

 60

 80

 100

 120

 140

 0  1  2  3  4  5  6  7  8

A
ve

ra
ge

 P
at

h 
Le

ng
th

Max Services (in 1000 search operations)

With AgS, With Replication
With AgS, Without Replication
Without AgS, With Replication
Without AgS, Without Replication

Figure 4.14: Influence of Services Distribution on the APL

This preliminary result means that the more services a peer can publish the better

for the AgS in terms of APL and thus, more easily these services can be found. This

helps to explain the low APL with AgS in Figure 4.12. Since peers publish a maximum

of 7 services in a reduced set of aggregation peers, the random spread makes them

available in few hops and that means low average path length to the searches.

4.3.3.3 Summary

This section summarises the experiments and results comprising APL; whether or not

replication is used and its influence on the APL; and the service distribution regarding

the Aggregation Service (AgS).
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The AgS is a second-tier P2P overlay whose modus operandi is based on the

publication of service offerings by peers residing on an underlay P2P SON. This

publishing scheme supports the optimized search of service performed by the AgS.

This Section has evaluated the AgS through simulations by using the average

search path length (APL) as the assessment metric. The APL is the ratio between

the forwarding hops a Search Message experiences from the search requesting peer to

the peer that keeps the searched service reference, and the number of positive returned

Search Reply messages.

The results show that the AgS reduces the APL by 64.67%, and 60.26% when both

scenarios (with and without AgS) are compared, taking into account when replication

of the search results is not used and when it is used, respectively. The replication of

the search results also helps to reduce APL, though it is more relevant when used for

searching on the P2P SON without AgS. Results also show the inverse relation between

the peers’ service offering capacity and APL. In this case, the higher the number of

offered (published) services the lower the APL.

4.3.4 AgS Performance and Scalability: an Evaluation using

Response Time

As already stated, performance was chosen as a criterion in order to provide clues about

the AgS efficiency on optimizing the search of service and service components in a P2P

SON environment. Section 4.3.3, provided results of performance using the Average

Path Length (APL) as a metric. Although APL explains the difficulty and complexity

of finding a desired service in the AgS comprising the hops of the SearchMessage

between the requester and replier, it does not consider how fast this is carried out.

Thus, another metric was employed, instead of APL, to consider how long the users

have to wait for the AgS to answer their requests. This metric, like the APL, allows to

make comparative measurements between environments, which is helpful to evaluate

the AgS as a search optimizing solution. The metric that best fits these definitions is

response time (RT).
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The response time as a metric plays the role of an assessment parameter not only

for the efficiency of the AgS itself, but also the user’s Quality of Experience (QoE)

indicator for the use of AgS.

With regard to the response time and the use of the AgS, new questions arise that

go beyond the answers to the questions in Section 4.3.3:

1. Is the search response time, faster in an environment which has an Aggregation

Service?

2. Which is the scenario best suited to AgS with regard to response time?

In a similar way to the APL experiments, the response time is obtained by the

SearchMessage. The way a SearchMessage travels around the AgS ring remains the

same, i.e. it is forwarded to the next aggregation peer in case the receiving aggregation

peers do not find the requested service or service component at its local cache.

Therefore, the response time is computed by how long it takes for a SearchMessage,

which is triggered by an aggregation peer, to go from the requesting aggregation peer

to the receipt of a SearchReplyMessage for that search.

In order to accomplish that, when the Search operation starts, the SearchMessage

receives a local time stamp (TS) that is deducted from the current local time at the

arrival of the SearchReplyMessage for that search. Hence, the RT will be the ratio

between the accumulated time for all the successfully accomplished search messages

and the number of these messages. In fact, the considered RT, according to this

definition and illustrated by the Eq. (4.2), is the average RT for experiment executed,

comprising a confidence interval of 95%.

RT =

ninfoFound∑
t=0

CurrentT ime− TSt

QueryReplyMessages
(4.2)

The replication/caching of the searched service profiles is performed in the same

way as for the experiments with APL. However, considering that the aforementioned
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results pointed out that the replication supports searches with a smaller APL, then

only environments using this mechanism were compared.

Despite the comparisons between environments using replication either with or

without AgS, the gnutella in its version 6 was also used to answer the second question

that was raised. The gnutella [Ripeanu 02] is a well known unstructured P2P overlay

network that does not make use of a DHT to bond data and peers location, and this

allows services to be distributed randomly among the peers. These characteristics

match the same AgS characteristics, which allow a fair comparison to be made. The

popularity of gnutella’s systems was another factor that was taken into account when

this decision was made.

All things considered, the search hit ratio must also be incorporated in any

evaluation of performance based on the AgS response time. This is important since

it can provide further data which can be drawn on to analyse the eventually existent

trade-offs in the compared scenarios.

4.3.4.1 Simulation Framework

The results of the performance evaluation comprising the response time (RT), were

achieved by simulation. The simulations involved a sample of thirty particular sets of

aggregation peers, which meant thirty particular AgS with different sizes. Each set

kept the services that were made available and published by 10,000 SON peers spread

over 10 different domains.

As in the experiments using APL as the metric, a particular SON peer can

only publish a maximum of seven services or service components randomly chosen

(using a uniform distribution) from the service set S={S1,S2,S3,S4,S5,S6,S7}. Each

administrative domain has its own set S. For the sake of simplicity, each service or

service component profile is treated as a single service descriptor consisting of the

name of the service or service component.

Moreover, each SON peer can only publish its service subset on, at most, 10

distinct, randomly chosen, aggregation peers (also following a uniform distribution).
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Nevertheless, it is possible that more than one SON peer can offer the same subset of

services at the same domain and publish them on the same aggregation peer. In the

interests of simplification, the search concludes with the first match though AgS has

the ability to return all the matches.

Each execution simulates 50 hours of work. In the case of each AgS, every simulation

used the same scenario with a different number of search operations, which ranged from

100 to 1000 search operations (step by 100).

Two sets of simulations were executed in two scenarios involving the P2P SON: 1)

with the AgS and 2) without the AgS. A third scenario that involved the P2P SON

with gnutella was also simulated. Figure 4.15 shows the scheme for the simulation

framework regarding the performance analysis, which uses the response time as the

metric.

Figure 4.15: Simulation Framework for Response Time

It should be noted that the points in the graphs for Section 4.3.4.2 express the

average value for the entire set of 10 individual simulations, each of which consists of

a particular number of search operations, which ranged from 100 to 1,000 (in stages of

100). Caching of the search results was also included to optimise the search process.

Finally, as in the case of the APL experiments, the

PeerFactSim.KOM [Kovacevic 07] discrete events simulator was used in the simulations.

4.3.4.2 Results

Although this Section is concerned with the performance and scalability of the AgS, it

is of prime importance to know the AgS search hit ratio to be able to analyse the big
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picture. According to the simulations, the AgS search hit ratio is almost 100%. Despite

AgS is an unstructured overlay, its arrangement and way of working (see Table 4.1)

ensures that it will find the information if it is published. The relatively unsuccessful

search hit ratio can be explained by the fact that some of the Search operations had

looked for non-existing services at the time of their execution. For example, the

SearchMessage circulated the whole AgS overlay ring but was unsuccessful. Figure 4.16

shows the AgS search hit ratio in terms of the number of search operations and the

AgS size.
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Figure 4.16: AgS Hit Ratio for Search Operations

The search hit ratio is very similar to the experiments carried out in an environment

without AgS. This is explained by the fact that the same overlay mechanisms were

employed at the P2P SON level, to ensure the process of making fair comparisons.

This result means that almost any service or service component can be found, if it is

present in the P2P SON. This similarity seems to testify against AgS, since the search
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hit ratio is expected to be greater in AgS. However, in spite of this similarity, this does

not mean that the AgS does not make any difference. The advantage of AgS is that it

improves the performance of the searches, as will be demonstrated.

Figure 4.17 shows a comparison between the environments with and without AgS

regarding the RT. In this figure, it is possible to notice two representative curves. On

top is the one that represents the environment without AgS. On the bottom is the

curve for the scenario with AgS.
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Figure 4.17: Compared response time - with and without AgS

Figure 4.17 is quite revealing in several ways. First, it shows that the response

time is lower when AgS is used and that the RT remains lower than 500ms. When a

comparison is made with the arithmetic mean of the plotted values, it is possible to

figure out that the RT when AgS is used, is around 53% lower than in the P2P SON

environment. This difference gives a positive answer to the research question about

the performance of the AgS.
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There is also evidence of the AgS scalability from Figure 4.17 since while the

increasing factor for aggregation peers is 100, the increasing factor for RT is around

8.5. This means that the response time increases more slowly than the number of

aggregation peers, i.e. the service provider can use a bigger AgS to reach more users

with a relatively minimal increase in response time for searching their services and

component services.

Comparison of Performance

The results given above and their analysis show the AgS performance and scalability

in a positive light. However, a comparison with other environments is necessary and

this was carried out by simulating and testing a number of search operations in the

same scenarios but using another P2P overlay. The chosen one was gnutella, which is

an unstructured P2P overlay in the sense that it does not make use of a DHT to bond

data and peers location, and thus allows services to be distributed randomly among

the peers. These characteristics correspond to the AgS characteristics, and so a fair

comparison can be made. The popularity of gnutella’s systems was also a factor when

making this decision.

The version of gnutella used for the comparison was number six. The main

parameters of the gnutella performance concerning the overlay formation, were as

follows:

• maximum of 20% of super peers,

• ping max ttl of 3,

• query max ttl of 5,

• maximum number of 12 leaf contacts for each super-peer,

• maximum number of 12 super-peer contacts for each super-peer, and

• maximum of 3 contacts for each leaf peer.
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Figure 4.18 shows the plotted averaged RT values for the environment using AgS

and for the environment using gnutella. It is possible to note the curve representing

gnutella shows a lower response time than the one representing AgS. Despite some

small overlays, this is the general rule. However, in environments that are composed of

few nodes, (which in the experiments conducted represents around 20% of the total),

the environment with AgS had a slightly better or at least a similar performance.

Nonetheless, for the remaining 80% of the simulated environments, the gnutella showed

a distinctly better performance. Thus, when the mean values of these two curves are

compared, it is clear that RT for the environment with gnutella will be around 48%

lower than in the environment with AgS. This difference is an argument in favour of

using gnutella for the searching and might represent a drawback for AgS. However, the

searching performance is not the only one characteristic a provider should take into

account when choosing the right environment for offering their services.

The search hit ratio provides clues about the search efficiency in terms of started

and successful concluded searches. As already mentioned the search hit ratio for

the environments with or without AgS is almost 100%. Thus, although the AgS

response time is not as good as in gnutella, the AgS search hit ratio is better. The

simulations in the scenario with gnutella reveal lower values for search hit ratio than in

the environment with AgS. When the arithmetic mean is calculated for these values,

the result points out the search hit ratio for the environment with gnutella is around

69%. This value is considerably lower than the 98% achieved in the AgS.

Figure 4.19 shows a comparison of the search hit ratios in both the scenarios - AgS

and gnutella. This figure shows that the search hit ratio for the environment with

gnutella is lower than in the environment with AgS. Given the averaged values for the

search hit ratio of the AgS and gnutella environments, the “bias” that weighs in favour

of AgS is approximately 42%. This bias can be explained by the well known fact that

gnutella lacks reliability when searching for information even when that information is

present. The reason for this is that gnutella’s searching mechanism is based on flooding

and has to be scrimped to avoid an overload of search messages in the network.

An important finding emerges when both the Figure 4.18 Figure 4.19 are examined

together. The search hit ratio as well as the searching performance are better in AgS
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Figure 4.18: Comparison of response times - AgS and gnutella

than in gnutella for small overlays, i.e. in P2P SON with a maximum of 600 nodes.

On the basis of this finding, it can be claimed that the AgS is in a better position to

satisfy consortiums of service providers that use a small number of nodes to form their

P2P SON and offer their services in this infrastructure. This might be the case, for

instance, for specialized service providers that attend a specialized market niche such

as the subtitling and dubbing video content market.

4.3.4.3 Summary

This Section has undertaken a performance evaluation in the context of the Aggregation

Service that has employed response time as its assessment metric. Simulations were

performed to carry out the evaluation. These simulations used RT and involved making

comparisons between the search hit ratios of scenarios with and without AgS to assess
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performance and scalability. In addition, the performance of AgS was also compared

with the performance of a scenario using gnutella as a search mechanism.

The results show that the AgS reduces the search response time by about 53% when

compared with the same searching operations in a scenario that does not use AgS.

Even with this reduction, the AgS search hit ratio, (which is around 98%), remains

unaltered. The results also show that the AgS scalability is good. Although there is a

direct relation between the number of nodes and response time, this rate is low. While

the increasing factor for aggregation peers in AgS is 100, the increasing factor for RT

is around 8.5, i.e. around 11:1.

The comparisons between AgS and gnutella show a trade-off. Despite gnutella is

faster, it has a search hit ratio that is approximately 42% lower. On the other hand,

AgS is around 48% slower. Nonetheless, for small environments (maximum of 600
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nodes) the “bias” favours AgS, regardless of response time or search hit ratio. This

finding leads to the conclusion that AgS is well suited for specialized market niches,

where the overlays formed by the active service providers are small.

4.3.5 AgS Dimensioning Evaluation

As already demonstrated, AgS plays an important role in the search of services

optimization process. This role is especially highlighted by the AgS operation over

a P2P SON. Thus, even though services are published and searched in the AgS level,

AgS still depends on a number of selected peers chosen among those belonging to the

P2P SON. These are called aggregation peers, and play the role of aggregators in the

search optimization process. Bearing this in mind, a question arises:

• What is the best size for the AgS in terms of the number of aggregation peers?

This question concerns the number of peers that are needed to compose the AgS

service to improve its search efficiency and performance, when compared with the native

searching mechanisms provided by the underlying P2P SON. As the aggregation peers

are part of the P2P SON, it is important to know the maximum number of peers that

can be selected to be part of the AgS in order to perform searches more efficiently than

just by searching in the P2P SON. This is the context of this evaluation. It means

that suitable AgS dimensioning helps service providers to plan their infrastructures,

e.g. how many peers should be made available to the P2P SON and consequently to

the AgS, so that they can keep costs under control.

In view of this, several simulations were carried out to dimension the AgS service.

These simulations took into account the search response time and the AgS overhead

performance as metrics. These metrics are used as a baseline between the environment

with AgS and the P2P SON environment. This means that by determining these

metrics for a fixed set of search operations for several particular sizes of P2P SON and

of AgS, it is possible to decide how many peers are needed to form the AgS overlay and

obtain a reasonable degree of search efficiency. As in the previous AgS evaluations, the

response time is obtained in the same way by using the SearchMessage traveling time

and this is shown in Eq. (4.2).
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4.3.5.1 Some Definitions for AgS Dimensioning

Let’s consider a set P of service providers that create a consortium to provide services

to a large-scale community over a multi-domain environment. In order to do this, they

create a P2P SON, in which the available SON peers are responsible for providing

the services. In this case let |Pn| be the number of peers a service provider pn makes

available as SON peers. Thus, |SON | =
∑|P |

n=1 |Pn|, and SON = {p | p ∈ Pn ∈ P}. On

the other hand, the AgS overlay is constituted by a subset of P2P SON peers. Hence,

in principle, |AgS| ≤ |SON |. Let us define e as the search efficiency, which is given by

the response time metric. Thus, eSON is the search efficiency in the P2P SON using

internal, native searching mechanisms, which is inversely proportional to the response

time, i.e. eSON = 1/rt. On the other hand, eAgS is the search efficiency in the AgS.

However, in this case, rather than taking only into account the search performance,

eAgS must also take into account the AgS overlay set-up and maintenance performance,

which in this work are collectively referred as overhead. Hence, eAgS = 1/(rt+ ovhd),

where rt is the response time and ovhd is the overhead. This overhead results from the

time spent by the AgS overlay performing control operations. Each control operation,

i.e. join (j), publish (h) and leave (l), takes a varying amount of time, which depends

on the size of the exchanged messages and on the underlay bandwidth and latency.

Thus, the objective of the AgS dimensioning evaluation is stated in Eq. (4.3).

( max|AgS| ) | eAgS ≥ eSON (4.3)

Having stated the AgS dimensioning objective based on the search efficiency, a

validation framework supported by simulations was established to assess the size of the

AgS.

4.3.5.2 Simulation Framework

Simulations were performed to achieve the maximum size of AgS in accordance with

the P2P SON size. To accomplish that, fifteen hundred individual simulations were
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carried out and involved a sample of thirty particular P2P SONs of different sizes,

starting with 100 peers and rising to 3000 peers, in stages of 100-peers.

Each particular P2P SON executes, makes available and publishes its services,

which are spread over 10 different domains. As in the previous experiments regarding

AgS evaluation, a particular SON peer can only publish, a maximum of seven services or

service components, randomly chosen (using a uniform distribution) from the service

set S={S1,S2,S3,S4,S5,S6,S7}. Each SON peer can only publish its service subset

on, at most, 10 distinct, randomly chosen, aggregation peers (following a uniform

distribution).

In the case of each simulated P2P SON, four particular AgS overlays running on

top of it were set up. Each of these AgS overlays was composed of a percentage of the

peers that form the P2P SON. These percentages were 10%, 50%, 80% and 90%.

Each execution simulated 50 hours of work and performed the same 1,000 search

operations, which were repeated 10 times to obtain an average result. First of all,

the P2P SON environment was simulated, with the search operations being executed.

After that, each AgS overlay was simulated, over the previous simulated P2P SON,

and with the same search operations being executed. A configuration file with the

discrete-times of the search operations was used to feed the simulations. Thus, the

execution of the operations followed a pre-defined temporal sequence that was kept the

same for all the simulations.

As in the previous AgS evaluations, replication/caching of the search results was

also involved. The PeerFactSim.KOM [Kovacevic 07] discrete events simulator was

used in all of the simulations.

4.3.5.3 Results

As already mentioned, the AgS efficiency, which is expressed in Eq. (4.5), also depends

on the overhead time. The overhead results from the time spent in setting up and

maintaining the AgS overlay, by means of join (j), publish (p) and leave (l) control

operations, according to Eq. (4.4).
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ovhd =

nj∑
m=1

time(jm) +

np∑
m=1

time(pm) +

nl∑
m=1

time(lm) (4.4)

eAgS =
1

(rt+ ovhd)
(4.5)

Figure 4.20 shows the results concerning the response time and the overhead for the

simulated scenarios. It is worth mentioning the results rely on a confidence interval of

95%.
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Figure 4.20: AgS efficiency with overhead

It is possible to notice that the AgS service is very efficient since, for most of the

results, AgSs (whose size is up to 90% of that of P2P SON) still leads to faster searches

(even with overhead) than the plain P2P SON. Moreover, as can be seen, the smaller
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the AgS overlay the better. This can be explained by the high concentration of services

in these relatively few peers, as is the case of AgSs with 10% of the P2P SON peers.

Some P2P SON and respective AgS sizes display a particular kind of behaviour.

This is especially the case with small P2P SONs (those whose size is smaller than 600

peers), where can be observed that the search time (efficiency) of the AgS is worse than

the search time for the P2P SON. All in all, the observation of this behaviour in these

conditions allows us to conclude that for small market niches, where service providers

create a small P2P SON, for the purposes of searching, the AgS must not be greater

than 80% of the P2P SON.

The influence of the overhead is stronger on smaller P2P SON and the respective

AgSs. As services are concentrated in the P2P SON and in the AgS overlay in equal

proportions, the searches are fast. Thus, even a small AgS overhead has a negative

effect on the searching efficiency. The influence of the overhead can be seen in more

detail in Figure 4.21.

Figure 4.21.(b) shows that even when 90% of the SON peers form a part of the

AgS overlay, AgS not only searches faster than P2P SON but also the entire eAgS (i.e.

search plus overhead) is greater than the eSON . On the other hand, Figure 4.21.(a)

shows situations in which eAgS < eSON . These cases highlight the fact that, when

AgS sizes start at 80% (in fact, with less than 80%) of the P2P SON size, the overhead

is responsible for degrading the AgS efficiency. Nevertheless, it is worth remembering

that when the overhead is dismissed, eAgS is always greater than eSON .

Finally, Figure 4.22 displays a histogram giving the arithmetic mean values for all

the experiments. The average response time in the P2P SON is approximately 487ms

whereas for the AgS it is approximately 77, 270, 403 and 448ms for AgS sizes of 10%,

50%, 80% and 90% of the P2P SON size, respectively. The overhead is quite similar

for all the AgS sizes, with a value close to 47ms.

Figure 4.22 allows to conclude that the AgS service can lead to a very good

performance when compared with the plain P2P SON approach. In addition, the

average overhead remains stable even though there is an increase in the number of

aggregation peers. Generally speaking, the obtained results suggest that it is possible
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Figure 4.21: AgS efficiency x P2P SON size
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Figure 4.22: Average AgS efficiency x P2P SON size

to claim that the AgS approach is highly beneficial and gives service providers ample

freedom to decide on the number of 2nd-level peers without jeopardizing the gains in
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performance.

4.3.5.4 Summary

This Section addressed the issue of determining the relation between the number of

peers in the Aggregation Service and the efficiency of the service search operations

Simulations were carried out to compare several particular sizes of P2P SON and AgS.

These simulations employed the RT as metrics for a fixed set of search operations and

the AgS overhead with its maintenance operation. The reasoning is that by making

these comparisons, it is possible to decide on the number of peers that are needed to

form the AgS overlay to obtain a degree of search efficiency that is better than just

searching on the P2P SON.

Two important findings are shown in this Section. First, AgSs whose size is up to

90% of the P2P SON size still lead to faster searches (even with overhead) than the

plain P2P SON. Second, the influence of the AgS overhead maintenance operations is

stronger at small AgS overlays. This latter finding explains the fact that for small P2P

SON, i.e. those with a maximum of 600 peers, the AgS should have at most 80% of

the P2P SON size to have a better search efficiency than the P2P SON itself.

Therefore, according to the results, the AgS has a very good potential to improve

the overall search performance when compared to the capacity for search operations of

a single-tier P2P SON overlay, and is able to achieve this at the cost of a very small

overhead. In addition, the obtained results can be easily used by cooperating with

ISPs to dimension their AgS.

4.4 Summary

In this Chapter, there has been an examination and evaluation of the Aggregation

Service (AgS) model. An attempt has been made to show how AgS, which was

integrated in OMAN, can optimize the search of services and service components in

91



Aggregation Service - AgS

an environment composed of several service providers that are organized in a P2P

Service Overlay Network (P2P SON). Initially, AgS allows a consumer (e.g. service

provider, final user, etc.) to find service(s) that can meet the desired service-specific

requirements. AgS, which is implemented as a ring overlay-tier running upon the P2P

SON, achieves this by analysing and comparing, (in a clockwise manner), the parameter

values of the interrelated service desired. AgS stores service profiles on an individual

basis, thus selecting the suitable peer(s) that execute it and this is made possible by

peers at the P2P SON level, which execute the services, and publish service profiles to

the peers that compose the AgS.

Furthermore, the two-tiered AgS architecture allows the publishing and searching

functionalities (provided by the AgS) to be split off from the service management

functions that are carried out in the P2P SON-tier. Thus, the sensitive information

and configuration of services (e.g. the existing internal service provider management

services, topologies, etc.) can be protected by only making available (publishing) a

previously selected set of interfaces for services and service components. This flexibility

of the AgS model allows service providers to hide their business strategies so that they

can cope with the competitive business demands.

This chapter has conducted an analysis of the AgS model and architecture with

regard to its composition, usage and advantages. It has also carried out an AgS

validation in several scenarios comprising several evaluation experiments, which has

been undertaken in three axes: 1) Performance coping with average path length (APL);

2) Performance coping with response time (RT); and 3) AgS dimensioning.

The experiments and results including APL, are based on how many hops a search

message takes to reach the target being searched. In this case, the results showed

that the use of AgS reduces the APL in both of the compared environments both with

and without the caching/replication of the searched results. The comparison between

the scenarios with AgS and without AgS have been shown, on average, a positive

difference of 64,67% and 60,26% for the environments without caching/replication and

with caching/replication, respectively.

The results that concern RT are based on how long a requesting peer has to wait

for an answer about the requested service. The experiments that were carried out
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showed that the AgS reduces the search response time by about 53% when compared

with the same searching operations in a scenario that does not use AgS. However, even

with this reduction, the AgS search hit ratio, which is around 98%, remains unaltered.

Furthermore, a comparison between AgS and gnutella v6 has been carried out and the

results showed that gnutella is faster, though its search hit ratio is approximately 42%

less than AgS. Nonetheless, for small environments (maximum of 600 nodes) AgS is

more effective, regardless of response time or search hit ratio.

Finally, the results for AgS dimensioning were analysed and discussed. The AgS

dimensioning copes with determining the relation between the number of peers in the

AgS and the efficiency of the search operations. These results revealed important

findings. First, the results showed that AgSs whose size is up to 90% of the P2P SON

size still lead to faster searches (even with overhead) than the plain P2P SON. Second,

the influence of the AgS overhead maintenance operations is stronger at small AgS

overlays. This latter finding explains why in small P2P SON, i.e. those with at the

most 600 peers, the AgS should have at most 80% of the P2P SON size to have a better

search efficiency than the P2P SON itself.
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Chapter 5

Best Peer Selection Service - BPSS

In the context of a large utilization of OMAN, the growth in the number of service

providers and hence in the number of offered services, can lead to questions regarding

which peer, (among several providing the same service), is the most appropriate to

serve a request.

Particularly considering P2P SON as infrastructure to offer services, the already

mentioned Aggregation Service helps to optimize the finding of peers that provide a

particular service. However, the AgS by itself cannot handle the choice of the best

peers among all those that execute that service. This means that, although the AgS

optimizes the search of SON peers to provide a particular service, it does not guarantee

that the found peers are those which can provide a suitable service performance for

the requesters. Thus, the best peer must be found in the P2P SON, (from among

all the potential partners that provide the desired service) to maximize performance

interaction between the service requester and the service peer provider.

The selection of the best peers is an important task in the context of offering

of services in P2P SON environments because it allows the interaction performance

between the requesting peer and the selected one to be improved. In fact, performance

is not the only pursuit metric at the best peer selection process. In fact, the metric

depends on the application/service type that uses the BPPS. Generally, a good metric

should take into account one or more of a set of Quality of Service (QoS) parameters,
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such as delay, jitter, available bandwidth, etc. Nevertheless, the choice of peers

belonging to a different, remote domain should be avoided as much as possible to

keep inter-provider traffic to a minimum and reduce the costs for the user and service

provider. Thus, locality should also be taken into account when selecting the best SON

peer. However, locality as a metric, by itself, can only achieve cost reduction. The

geolocation, i.e. locality, used together with underlay network performance parameters

such as bandwidth, jitter, and so on comprises a much better metric. The use of this

metric does not only measure cost reduction but also the desirable performance for the

services being offered in the context of a P2P SON.

These associated aspects coping with the best peer selection, lead to the need for

decoupling the best peer selection process from the service business functions executed

by the service or application. In other words, the best peer selection process should

focus on several factors regarding the question of interaction between services in a P2P

SON. These include the metric used as a parameter to select the best peers and the

interaction of the best peer selection module with the other modules/services offered

by the OMAN architecture.

The Best Peer Selection Service (BPSS) aims to fulfil the lack of generic and

decoupled solutions for best peer selection, particularly in P2P SON. In this context,

BPSS is generic since its architecture allows a particular metric to be employed for the

selection of the best peer according to the needs of the services involved. To accomplish

that, the decoupled BPSS module depends on the AgS in order to search all the peers

that provide a particular service.

In the light of this, this chapter offers the specification and evaluation of a Best

Peer Selection Service that is suitable for tackling the problem of selecting the best

peer in a P2P SON, which is integrated with the general conception of the OMAN

architecture. This chapter is structured as follows: Section 5.1 describes the BPSS

model in terms of the parts involved and the interactions that occur to reach the

best peers. Following this, the BPSS architecture is outlined in Section 5.2. The

BPSS architecture is examined to show how the BPSS model is implemented regarding

the modules from the OMAN architecture and the interactions between them. Next,

Section 5.3 presents and discusses BPSS evaluation and the obtained results. Finally,

Section 5.4 summarizes the entire chapter.
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5.1 BPSS Model

The BPSS model designates the interacting entities that deal with the best peer

selection process. This process includes searching all of the SON peers that provide the

desired services. In addition, this model presents and discusses the roles of the parties

and entities involved, and the eventually needed information that is exchanged between

them in order to accomplish the selection process. Some of the entities also form a part

of the AgS model, since both rely on Customers, and SON peers. Figure 5.1 depicts

the BPSS model which is represented as a UML-like diagram.

The BPSS relies on the same aspects that AgS is based on. The role of best peer

selection requester can be played by SON peers that are either third-party applications

or services being executed outside the P2P SON. The decision about who will play this

role at a particular moment depends on the application or service. If a SON peer needs

to interact with another SON peer at the P2P SON, the best peer selection operation is

triggered by a SON peer. On the other hand, when a third-party service or application

wants to know which peer is the best peer to interact with, this role is played by an

AgS peer through a provided interface. Whatever the situation, the knowledge of the

best peer selection metric that is being used, should belong to the requester.

5.1.1 BPSS Model Description

The Service or Service Component object and the Best Peer are the central pieces in

the BPSS model. They are part of the interactions with every subject in the model.

The service object represents the Service or Service Component that actually executes

on the SON peer and is published in the aggregation peers. Aggregation peers are the

peers that form the AgS P2P overlay. The Best Peer object is a SON peer resulting

from a best peer selection operation.

The Service Provider is another cornerstone piece in the BPSS model. It is the

owner of the Service or Service Component as well as the SON peers and the AgS

peers (since AgS peers are specialized SON peers). Service Providers are Customers as
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Figure 5.1: BPSS Model

well, so they can act as third-party consumers of service components of other service

providers. They can also use third-party services in a service chain, so that they can

offer a home user (customer) a complete set of services. However, before doing this,

the service provider has to find the best peer with which its SON peer will interact, in

order to be able to offer that set of services. Following the BPSS model, the Customer,

which might be a third-party Service Provider, uses the AgS peer to search for services

by using the AgS module. The AgS peer, in its turn, returns a list of all SON peers that

execute the searched services. Ergo, the SON peer then selects the best one according

to a metric.

The threefold role of the SON peer is underlined in the BPSS model which

distinguishes between the following activities: execute, publish, and select. The

first two activities are essentially concerned with handling the services and service
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components offered in the P2P SON, as already explained in Chapter 4, whereas the

third activity comprises the best peer selection on behalf of a particular service. To

sum up, all these actions, along with the action of search for services executed by the

AgS peers, define the whole behaviour of the cycle of offering and search for services

at the foreseen P2P SON. This modelling is implemented by means of a particular

architecture that is outlined in Section 5.2.

5.2 BPSS Architecture

The BPSS architecture relies on the roles and interactions embodied in the BPSS

Model. It is a highly flexible architecture composed of functionalities that are carried

out between the already discussed1 OMAN layers. The BPSS architecture is built on

the third layer of OMAN. This means that the BPSS architecture uses functionalities

provided by OMAN at the infrastructural and searching levels (i.e. first and second

levels) to accomplish its goals.

The main goal of the BPSS architecture is to provide the best peer, (according

to a particular metric), for a particular requester. The best peer will be a SON peer

running a pairwise service. However, the requester might be an internal SON peer or

an external P2P SON node/service.

Thus, even though BPSS architecture is designed comprising to serve the services

and service providers in the P2P SON, external services can also be involved in choosing

the best SON peer inside the P2P SON. This is the case when a particular external

service wants to choose the best peer in a P2P SON, and employs as its best peer

selection metric, the service’s lowest price or another QoS parameter. In this case, the

services concentration in a P2P SON leads to high odds concerning to find a competitive

best peer.

The BPSS is designed as being a cornerstone module, at the OMAN architecture,

which interacts with requesters and the AgS. Thus, the BPSS module plays the role

1See Chapter 3
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of a proxy between applications/services and the lower layers of OMAN. On the one

hand, it uses the AgS service, and on the other hand it offers a particular service (it

provides best peer) to third-party users.

This module and its interactions are described in greater depth in the next

Subsection.

5.2.1 BPSS Architecture Description

With regard to the use of OMAN, service developers can implement an interface with

the BPSS module to request and receive best peer information, allowing the service

business functions and best peer determination to be split up. As a result, this feature

enables not only SON peers to do more than just start best peer selection requisitions.

A door is left open to third-party developers to use OMAN to assist their own methods

of best peer selection. This decoupling enhances modularity and best peer selection

metric independence, thus leading to high flexibility when choosing the particular

metric to use for a particular service type. BPSS takes advantage of this aspect by

building on the AgS [Fiorese 10a] service when selecting the best peer.

Figure 5.2 illustrates the use of BPSS. SON peers can request best peer information

(e.g. select BP message), regarding a particular service, from the BPSS module. On

the reception of a best peer request, the BPSS module asks the AgS service for the list

of all the SON peers that have published a service profile for the intended service. After

receiving the requested list, the BPSS module calculates the best peer and returns its

reference to the best peer requester. The selection of the best peer is carried out by

using one of the supported metrics.

In practice, the BPSS module should be implemented in the best peer selection

requester. This is particularly suitable because it is responsible for the implementation

of the best peer selection rules. Of course, these rules depend on a particular metric.

Thus, the knowledge of how to select the best peer remains in the application or service,

which is the natural candidate to perform this activity. Moreover, on the basis of the

proposed OMAN and BPSS architectures, it is possible to have different services with
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different ways of allowing them to select their own best peers at the same P2P SON.

The bonding that connects them rests on the assumption that the best peer selection

will occur among the SON peers that execute the same services.

Domain CDomain BDomain A

Provider/User

Aggregation Service (AgS)

SON peer

Aggregation peer

Aggregation links

Physical links

Overlay links

Query

SON

Best Peer 

Selection Service

(BPSS)
Query

S
e
le
c
t 
B
P

B
P

List of BP

Select BP

BP

Figure 5.2: BPSS Architecture

It is worth mentioning that with this decoupled approach, it is also possible for an

external entity (e.g. a user or a particular application/service or service component

from outside the P2P SON) to request a best peer selection, as long as the request is

compliant with the BPSS interface and the requested metric is supported.

5.2.2 BPSS Operation

The way BPSS works is based on the Select BP operation. This operation copes with

the procedure for starting the best peer selection. This operation is an event that is

triggered on demand by the service running on the SON peer or by third-party services.
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Several messages are exchanged between SON and aggregation peers to attain the

BPSS goal. One of these messages is the Select BP message. The other messages are

part of the normal search of service that is outlined and explained in Chapter 4.

Figure 5.3 shows the message exchanges that are designed to achieve the best peer

selection.

SON peer
BPSS 
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AgS peer AgS peer
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Id 78 Id 96Id 73

AgS peer
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AgS-P SearchMessage

Check local cache
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AgS

Figure 5.3: Best Peer Selection Operation (Select BP)

The Select BP message is very simple and just transports the service name or service

keyword as the key for the searching process. Thus, when the BPSS module unfolds the

Select BP message, it uses the payload content as a parameter for the SearchMessage

(Section 4.2.3.4).

5.3 BPSS Evaluation

This Section conducts an evaluation of the BPSS [Fiorese 11a, Fiorese 11d]. This

evaluation comprises the BPSS analysis in terms of produced results (number of best
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peers) and also the interaction performance between the requester and the chosen best

peer (quality of the choice).

As already explained, several characteristics can be taken into account in order

to select a best peer. These characteristics depend on the service or application

behaviour. For instance, in file sharing applications, the free-riding problem encourages

the adoption of incentive mechanisms as part of the selection scheme. This kind of P2P

application takes into account the fairness between uploads and downloads as a metric

for the best peer selection [Huang 08].

However, file sharing applications are not the only ones available. OMAN and hence

the BPSS are not designed to be compliant with just one type of service. In fact, BPSS

is generic enough to support several different kinds of services. This support is based

on the rationale that regardless of the kind of service provided, performance is a key

issue for all kinds of services. On the basis of this belief and without loss of generality,

the BPSS evaluation considers some characteristics associated with performance, as the

best peer selection metric. Indeed, with few adjustments, this approach allows BPSS

to be used as a first-level filter for all kind of services/applications. This means the

best peer selection can be performed in a hierarchical manner, where the performance

can be the filter at the very first level. In other words, the best peer can be selected

among those which had been chosen with the best performance by another metric.

A particular evaluation framework was used to assess the BPSS. This framework is

similar to the one used to evaluate the AgS, since BPSS executes on a P2P SON and

depends on the AgS. Thus, several services and service component references running

on a large scale multi-domain and made available by multiple service providers, were

virtually deployed by simulation experiments. Thus, several simulations using real

data were performed in order to select the best peers in scenarios with multiple service

providers that were spread by multiple administrative and geographical domains.

Having in mind the stated, this Section is organized as follows: Subsection 5.3.1

provides a detailed description of the metric used for the BPSS evaluation.

Subsection 5.3.2 outlines the BPSS evaluation framework and discusses how simulations

were performed that take into account simulation set-up and strategies. Finally, the
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BPSS evaluation results are analysed in Subsections 5.3.3 and 5.3.4 with the aim of

showing evidence to support the answers to the research questions raised earlier about

BPSS.

5.3.1 BPSS Metric

As already explained, the BPSS evaluation is carried out by means of a performance

criterion to select best peers. This means that the selected best peer should

offer optimized interaction with the requesting service/peer, in accordance with this

performance criterion.

Several understandings about what performance means can be held when

determining the best peer. However, the performance of P2P systems (including

P2P SON ) is often very sensitive to the delay characteristics of the underlying

network. These are influenced, among other factors, by bandwidth, load and also

geographic location. In fact, according to [Kaune 09], the geographic location of

nodes heavily influences jitter and packet loss. This observation draws attention to

the way the node’s geographic location is used when developing a delay (performance)

prediction model. Thus, the less delay, the better the performance. Bearing this in

mind, Kaune et al. [Kaune 09] developed a predictive model for the Internet delay

space that takes into account the geographical location of the nodes and the delay

between them. Thus, using a rich set of real data, (namely measured end-to-end

Round Trip Time (rtt) [mac 11] and measured end-to-end link jitter [pin 10]), these

authors mapped the measured end-to-end nodes into a 5-dimensions Euclidean space

model of the Internet, by combining these information with Global Network Positioning

(GNP) [Lee 06] information.

Therefore, using the coordinates of each peer in this 5-dimensional model, which

not only takes networking conditions into account but also peer location, it is possible

to calculate the Euclidean distance between peers. As a matter of fact, this distance

shows the delay and jitter between two particular geolocated nodes. All in all, two

distance values that have the same point of origin, can be compared. This comparison

makes it possible to measure which of the two nodes tested is closer to the point of
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origin. As a result, it can be claimed that, in this 5-dimensional model, the closer a

SON peer is to the best peer selection requester, the more performance this peer can

deliver to the interaction between them.

For the purposes of BPSS evaluation, the distance metric mentioned above is used

to select the best peer for a particular best peer selection requester in accordance with

the performance criteria.

The best peer selection quality, i.e. the best peers’ behaviour, is also evaluated.

In this case, the chosen metric depends on what kind of assessment is performed and

performance was also chosen as the criterion for this evaluation. Thus, in this case, the

service execution time that considers network data transfer between the best peer

requester and the best peer, is used as the assessment metric. Therefore, service

execution time allows, for instance, to check if the selected best peer actually behaves

better than the selected second-best peer.

The BPSS evaluation was carried out by conducting several experiments using

these metrics. There is a description of these experiments, including how they were

performed and their results, in the next Subsections.

5.3.2 Evaluation Framework

A simulation study was conducted to evaluate the BPSS. This simulation study

comprised the observation of the best peer and the second-best peer selection

distributions over well-constrained geographical domains. Within these domains, the

behaviour of an ftp-like service application was also assessed, regarding the interaction

between a particular SON peer and its selected best and second-best peers.

The simulations performed for the BPSS evaluation only considered the scenario

where the best peer selection request is triggered by a SON peer.

The simulator used in this study was the PeerFactSim.KOM [Kovacevic 07] discrete

event simulator. This is the same simulator used in the evaluation of AgS in

Subsection 4.3.2.
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5.3.2.1 Simulations setup

The simulation environment was constituted of SON peers whose network identifiers

(IP addresses) were taken from The Cooperative Association for Internet Data Analysis

(CAIDA) initiative [cai 10] through its Macroscopic Topology Measurements project

and from MaxMind R⃝, Inc. GeoIP free database [max 10], which means the simulated

peers belong to real geographical domains. However, it is worth noting, these data

were compiled by Kaune et al. [Kaune 09], and integrated into the network layer that

is implemented by the simulator used.

The modelling of the scenarios was based on real nodes available in the compiled

data set. To accomplish that, peers belonging to specific geographical domains

(country) were split between SON and aggregation peers. The number of AgS peers

was 10% of the total number of SON peers used in each domain. Thus, if a country

had 50 SON peers at the P2P SON - which, for instance, can mean that it comprised

50 service providers - then 5 AgS peers belonging to that country would form a part

of the Aggregation Service (AgS). The chosen geographical domains were the following

European countries: Portugal, Spain, France, Italy and Germany.

The simulation involved 11 sets of individual simulations. Each set simulated a

particular number of SON and AgS peers. The initial set simulated a scenario with

a total of 50 SON peers, corresponding to 10 randomly chosen SON peers from each

of the domains. The second simulated set comprised a total of 75 SON peers (15 for

each country). Thus, with steps of 25 SON peers between each simulated scenario,

the last simulated set comprised 300 SON peers. On the other hand, the AgS service

started with a total of 5 (1 per country) AgS peers. However, for the AgS service,

the increasing step of 1 AgS peer per country only applies when the number of SON

peers forming the P2P SON is even. Thus, at the scenarios where the P2P SON is

constituted of 75, 125, 175, 225, and 275 SON peers, the total number of AgS peers

corresponds to 10% of the previous number of SON peers.

The wide range of simulated P2P SON sizes is designed to cover scenarios with

few service providers (e.g. small P2P SON for very specialized services) to scenarios

composed of many service providers (e.g. a more competitive scenario).
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5.3.2.2 Simulations Strategy

Some aspects of AgS have to be disclosed to simulate the BPSS execution, since AgS

underpins BPSS. These aspects are related with the publishing of services because

without the published services, SON peers are not able to select best peers comprising

any service. The services looking up are another aspect regarding the same reason.

For the sake of simplicity and without loss of generality, a particular SON peer could

only publish, at most, seven randomly chosen services or service components (using a

uniform distribution) from the service set S={S1,S2,S3,S4,S5,S6,S7}. In addition, each

SON peer could only publish its service subset on, at most, 10 distinct randomly-chosen

aggregation peers (also following a uniform distribution).

To accomplish the best peer selection, searching service using the AgS is needed.

Regarding this aspect, the search concludes when the SearchMessage arrives, after

circulating the AgS logical ring, at the search requester AgS peer. At this point, the

SearchMessage (see 4.2.3.4 and B.5) should carry the list of all the SON peers that

run the searched service.

The BPSS simulations comprised several experiment executions, each of which

simulated 50 hours of work and this was repeated 10 times to obtain average values.

Every operation (e.g. joining, leaving, publishing, searching, and select) was specified

in time. Each simulation executed 100 searching operations, i.e. 100 best peer selection

requests, since a searching operation is triggered by a best peer selection request.

The SON peers that execute this selection request, are randomly chosen using a

uniform distribution. This takes place when the number of SON peers composing the

P2P SON, is greater than the 100 best peer selection operations, which composes each

experiment. Otherwise, each SON peer executes the best peer selection operation at

least once.

The performed simulations also involved selecting second-best peers. They are the

peers whose performance measured by the used metric (distance), put them in second

place in a hypothetical ordered list of best peers. The second-best peers are selected
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from the same unordered list of SON peers provided by the AgS service, by removing

the best peer from that list and repeating the measurement process.

The determination of the second-best peer can assist in the validation of the used

metric in two ways: 1) by checking if the service behaves better with the selected best

peer - this provides a measure of the metrics’ consistency; 2) by measuring the average

improvement of the best peer over the second-best peer; in this way, an indication of

the effectiveness of the metrics can be obtained.

The interaction between the requesting SON peer and the SON peers selected as

the best and the second-best peer, was also evaluated. To accomplish that, an ftp-like

service was implemented and executed allowing an interaction between the best peer

requester and its best peer. The service execution time during this interaction was

gathered so that it could be compared with the same interaction process though using

the selected second-best peer.

The simulations considered upload and download speeds of 100 and 200Mbps,

respectively. A dynamic latency model for packet transmissions was used. The

geographic location module developed in [Kaune 09] handled the transmission delays, in

accordance with the measured rtt and jitter and the geographical location of the peer.

This resulted in near real transmission delays, packet losses and datagram timeouts.

Two sets of simulations were performed. The first set comprised simulations that

were designed to obtain results for the best and second-best peer selection distribution

over the geographical domains referred to earlier. The second set of simulations copes

with the assessment of the quality of the best peer selection. The next Sections include

an analysis of the simulation results.

5.3.3 BPSS Evaluation by Geographical Distribution of the

Best Peers

These simulations assess the following question:
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• What is the distribution of the chosen best and second-best peers over the used

geographical domains?

In order to answer this question, the evaluation framework discussed earlier was used

in simulations. The set of eleven simulations comprising Portugal, Spain, France, Italy

and Germany as geographical domains yielded the best and second-best peer selection

distribution results, which are shown in Figure 5.4 and Figure 5.5, respectively. Both

results are for requests made by SON peers that are only belonging to the Portuguese

geographical domain, though it is obvious that the methodology employed can be

applied to any other geographical domain.

Figure 5.4 shows the geographical location distribution of the SON peers selected as

best peers. There are eleven 5-bar clusters, each one corresponding to one of the eleven

simulated scenarios. In every cluster, each of the five bars represents the number of

best peer occurrences in each of the five geographical domains, namely Portugal, Spain,

France, Italy, and Germany, respectively.

One can expect the highest number of selected best peers to be in the domain

of the requester (Portugal, in the case of these simulations), due to considerations of

geographical distance. However, the obtained results clearly show the effects of two

key aspects of the OMAN architecture and of its AgS and BPSS services: on the one

hand, in some cases, search of services performed by the AgS service found that the

desired services were not available at any of the SON peers of the requester’s domain;

on the other hand, the metric used by the BPSS service - based on the Internet model

proposed in [Kaune 09], which takes into account both the geographical location and

delay and jitter - led to the fact that the closest peer, in terms of the 5-dimension

Euclidean distance, lay in a different geographical domain.

Similar results based on the same explanations are obtained regarding the

second-best peers, which are shown in Figure 5.5.

Despite this, even with the mentioned constraints regarding the statistical

availability (or unavailability) of the desired services in the requester’s domain, the

average results of all the simulations show that the highest number of best peers was
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Figure 5.4: Clustering Best Peer Occurrences by Domain and by Number of SON peers

selected in the same domain of the requester. This can be seen in Figure 5.6 and

Figure 5.7. It is worth mentioning the results rely on a confidence interval of 95% for

the mean number of best peer selections in each geographical domain.

When the best peers are added to the second-best peers in the domain, the SON

peers in the requester’s domain (Portugal) were selected as best peers for 27% of the

time, followed by Spain (22.5%), Italy (22%), Germany (14.5%) and France (13%).

This means that almost half of the best peer selections resulted in peers belonging

to the same geographical domain or to the neighboring geographical domain. This

suggests the consistency of the used metric and the success of OMAN’s AgS and BPSS

services.

It is also worth mentioning that the BPSS overhead is negligible. The time taken

by the selection process for both the best and second-best peer is around 2ms. On the

110



BPSS Evaluation

 0

 5

 10

 15

 20

 25

 30

 35

 40

 45

50 75 100 125 150 175 200 225 250 275 300

N
u
m

b
er

 o
f 

B
es

t 
p
ee

rs

Number of SON peers

Figure 5.5: Clustering Second-Best Peer Occurrences by Domain and by Number of
SON peers

other hand, the overhead associated with the maintenance of the P2P SON and with

the AgS service is approximately 164ms. These values strongly suggest the efficiency,

feasibility, and practicality of the proposed BPSS service, in conjunction with AgS and

the other modules of the OMAN architecture.

5.3.3.1 Summary

Section 5.3.3 comprised the BPSS evaluation analysing the distribution of the best

and second-best peer selection over five distinct geographical domains. A particular

distance metric was used to carry this out. The used metric, proposed in [Kaune 09],

combines measured delay and jitter data with geographical location data.
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Figure 5.6: Best Peer Distribution by Geographical Domain

The obtained results showed that best peer selection performs well over distinct

geographical domains. As expected, on average the best and second-best peer

distribution leads to higher rates in the same geographical domain than the best peer

selection requester. In other words, for requesters belonging to Portugal, 27% of the

requisitions selected best and second-best peers belonging to Portugal.

5.3.4 BPSS Evaluation through Performance of the Best

Peers

This evaluation measures and analyses service performance for the selected best and

second-best peer. The measuring and comparisons to be made are a methodological

means of answering the following questions:

• Does the best peer selection reflect an improvement in the performance of the

interaction of an observed service?
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Figure 5.7: Second-Best Peer Distribution by Geographical Domain

• What is the difference between the best and the second-best peer in terms of the

performance of the service interaction?

Although the BPSS chooses best peers in accordance with the distance metric, it

still lacks confirmation of advantages for the services that are executing on the P2P

SON. These advantages can be measured by taking the service execution performance

as a metric. As already explained, the considered performance testing is based on

the service execution time regarding network data transfer (interaction) between a

particular best peer requester and its chosen best and second-best peers.

The average service execution time for each simulated scenario was calculated

through measurements that considered the difference between the simulation time at

the end and at the beginning of the service interactions. Equation 5.1 shows the formula

for the average service execution time (TA).
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TA =

n∑
s=1

Te − Tb

n
(5.1)

Therefore, after selecting the best and the second-best peers, an ftp-like service was

run between these peers and the requesting peer to check if the choice was made in a

consistent way. This kind of service was chosen because it fits a class of services that

intensely use the communication channel, such as P2P video streaming applications, for

instance. The service required the transmission of 10MB of data during its execution.

The network parameters are explained in Section 5.3.2.2.

The ftp-like service was immediately triggered after the best and second-best peer

selection. The TCP protocol is used for sending datagrams. Best peer and second-best

peer interactions were executed concurrently. The execution time for each of the

interactions, i.e. with the best peer and with the second-best peer, was measured

distinctly. The average values within a 95% confidence interval are plotted in Figure 5.8.

Figure 5.8 shows that the service execution time for interactions with the chosen

best peer is lower than the service execution time of second-best peer interactions most

of the time. Taking the arithmetic mean of the execution time of all the experiments

for best peer and second-best peers, service execution time with the best peer is

approximately 5% lower than with the second-best peer. Additionally, Figure 5.8

shows similar uphill and downhill tendencies for both plotted service execution times,

the exceptions being the 125 and 200 SON peer sizes. This suggests there is a high

correlation between the best and second-best chosen peers.

On the other hand, it should be emphasized that the values presented in Figure 5.8

are also an indicator of the effectiveness of the used distance metric, and that the BPSS

service and the underlying P2P SON, for that matter, work equally well with other

metrics. In fact, BPSS can be used by the cooperating P2P SON service providers in

order to fine-tune any performance metric and adapt it to their overall goals.
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5.3.4.1 Summary

Section 5.3.4 comprised to assess service performance by testing the BPSS best and

second-best selected peers. To accomplish that, an ftp-like service was run between

the best peer requester (ftp-like service requester) and the chosen best and second-best

peers. The ftp-like service execution transferred 10MB of data using TCP protocol

and a connection with 100 and 200Mbps for upload and download, respectively. The

same simulated environment was employed to select best and second-best peers and to

perform these experiments. The service execution time was used as a metric for these

experiments. This metric is based on the time taken to transfer 10MB of data from

the best and second-best peer to the best peer requester.

Several experiments were conducted to find out the average service execution times.

These experiments were carried out in two environments: 1) service requester and best
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peers, and 2) service requester and second-best peers. Thus, when the results for both

these categories are averaged, the numbers show that the ftp-like service execution time

for the selected best peers is 5% lower than for the second-best peers.

Thus, these results reveal, (as expected), that the interactions between requesters

and selected best peers show an improvement. This finding is important because it

gives credibility to using the distance metric to choose the best and second-best peers.

Moreover, these results also provide evidence that the performance is a good metric

for assessing services in an environment like P2P SON.

5.4 Summary

In this Chapter, there has been a study and evaluation of the Best Peer Selection Service

(BPSS). The BPSS model and its architecture were presented and discussed. An

attempt has been made to show how BPSS, which was integrated in OMAN, can employ

a decoupled method to select best peers independently of the service/application.

Initially, BPSS allows a consumer (e.g, service provider, final user, etc.) to select

the best peer to interact with. In order to accomplish this, BPSS needs to know the

service or application best-peer selection requirements, i.e. the best peer selection

metric. Furthermore, as well as the selection metric, BPSS uses the underlying OMAN

services to carry out the selection. These characteristics allow the service/application

business rules to be decoupled from the best peer selection.

In its first stage, BPSS uses the AgS only to return the SON peers that are running

the requested service. After this, BPSS performs the best peer selection by using the

adopted metric.

Nonetheless, for the sake of conducting an evaluation of BPSS, performance has

been chosen as the metric for best peer selection. This metric was chosen regarding

the wide range of services that take this parameter into account in their interactions.

Thus, this Chapter considers performance based on the distance metric described

in [Kaune 09] as the best peer selection metric. Moreover, it also considers service
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execution time as a performance metric to assess the best and second-best peer selection

results.

In addition, this Chapter has provided an analysis of the BPSS model and

architecture by examining its composition, usage and advantages. Furthermore, it has

attempted to validate BPSS by carrying out several experiments. This validation has

been put forward in two axes: 1) Best and second-best peer distribution over several

particular geographical domains; 2) Performance of the selected best and second-best

peers.

The experiments (and hence the results) comprising best and second-best peer

distribution took place in five distinct real European geographic domains. These

domains were: Portugal; Spain; France; Italy; and Germany, although the best peer

requesters were constrained to Portugal. This “constraining” was designed to act as

a reference point for the results. Thus, experiments were conducted to find the best

and second-best peer distribution in these domains. Real data has been used in the

experiments and the results show that the best peer distribution is as follows: Portugal

(27%) of the best peer selections, followed by Spain (22.5%), Italy (22%), Germany

(14.5%), and France (13%).

The selected best and second-best peers performance was also evaluated. An

ftp-like service (executing in both the requester and best/second-best peers) was used

to perform these experiments. Thus, after selecting the best and second-best peer, the

aforementioned service was started. The service sends 10MB of data by means of the

TCP/IP protocol suit. The performance was assessed concerning the service execution

time. This metric corresponds to the time taken to transmit all the data from the best

or second-best peer to the best peer requester. The simulated transmission process

takes into account the virtually real network conditions. These conditions are related

with the distance metric used to select the best peers. Thus, this relation allows the

quality of the selections to be assessed. The results show that on average the service

execution time between selected best peers and the best peer requester performs 5%

better than with the selected second-best peers. This finding confirms the expectations

about the quality of selections.
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Chapter 6

Conclusions and Future Work

This thesis addresses the problem of providing a P2P SON environment coping with

the services offering market on the Internet. In particular, it faces issues regarding

the searching services and best service provider selection in P2P SON environments.

This final Chapter outlines the main conclusions of this work and mentions some

still open issues that could be the subject of further studies. Therefore, Section 6.1

summarizes this thesis. Section 6.2 describes the main contributions of this work.

Finally, Section 6.3 points out some issues that need to be explored in future work.

6.1 Synthesis of the Thesis

This thesis has sought to outline a proposal for a multi-provider environment for

services offering on the Internet. This environment is modelled by the OMAN

architecture and mainly implemented by AgS and BPSS modules. It can support

providers that offer their services in an on-demand fashion beyond their administrative

boundaries and on a cost-sharing basis. OMAN provides two particularly useful

modules/services for tackling issues regarding searching the offered services; and for

selecting the best peer provider of a service, in case there are several providers available

for a particular service. These two services are the AgS and BPSS, respectively.

119



Conclusions and Future Work

AgS optimizes the search of services by using an aggregation mechanism that takes

into account the replication of already found service references by exploring the dense

distribution of service publishing information in the AgS overlay (AgS was discussed

in detail in Chapter 4). As well as providing benefits for both customers and service

providers, it concentrates service exposure in a P2P SON by allowing customers to

carry out quick service searches and service providers to reduce operational costs since

they do not need to build or lease their own SON. This approach is particularly well

suited to small service providers, which focus on market niches, as can be seen in the

evaluation results for the AgS, which are given in Chapter 4.

This is the case for the BPSS, which is presented in Chapter 5. BPSS allows the

selection of the best peer (best service provider) for which a requested service is being

run. Thus, if the best peer requester is regarded as a peer representing a customer or

a third party service provider, BPSS brings about an improvement in the performance

of the interaction between the requesting best service provider and the selected one,

when they are exchanging data in order to run the service. The best peer selection is

carried out with the support of the AgS, which for this purpose returns all the potential

best service providers that make the desired service available. In its turn, BPSS uses

a performance-like metric to compare all of them in order to choose one. The one that

shows the best values for that metric is chosen as the best. The performance-like metric

takes into account underlay network performance parameters (e.g. delay, jitter, rtt)

and the geolocation of the nodes. A simulated evaluation of BPSS is also presented in

Chapter 5.

The use of AgS and BPSS were simulated in several scenarios and situations. These

simulated evaluations were discussed in the appropriate sections of the Chapters 4

and 5. The examination of these simulation results shows that the approaches adopted

by OMAN and its AgS and BPSS modules achieve the proposed objectives: the

construction of a multi-provider environment for services offering based on P2P SON.

6.2 Main Contributions

This Section describes the main research contributions of this thesis.
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An architecture to provide an environment based on P2P SON for services

offering in the Internet

This thesis has outlined a modular architecture named OMAN that is designed

to cope with the construction of a multi-provider environment for services offering.

OMAN accomplishes that by providing a modular approach in three layers which when

combined are responsible for provisioning the mentioned environment. The three layers

of OMAN consists of: a) the cornerstone first layer that the environment for services

offering relies on; b) the basic and optimized mechanisms for services searching, which

include AgS; c) the best service provider selection mechanism; among others. This

architecture helps service providers reduce their operational costs by sharing them

with other service provider partners and gives customers the opportunity to find other

services in accordance with their particular requesting parameters, and apart from

those on the portfolio of their Internet access provider.

Flexible representation of services

A service profile that represents services has been made available by OMAN

architecture. A service profile is an XML file that is supplied by service providers with

the necessary information about a particular service. Service profiles are published in

order to offer services and they bind business rules of service providers to customers’

requests. They can flexibly represent several different kinds of services that can be

offered and bought in the P2P SON environment. Although the flexible representation

allows service providers to hide crucial information about a particular service, service

providers must offer enough information to attend the requesting parameters of

potential customers.

An optimized service searching mechanism

The AgS provides a dynamic means of addressing the problem of searching and

selecting service or service components in P2P SON environments. An AgS model has

been set out and discussed together with the developed AgS architecture. The search

algorithm is also examined and the utilization of Aggregation Service Protocol (AgS-P)
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is highlighted. The use of AgS results in a particular service provider reference (SON

peer). This reference is based on the service that is being searched. It is obtained by

comparing the requester’s service requirements with the service parameters that are

published to select the peers that are most suitable for providing the service. The

adoption of this approach means that the service or service component can be found,

regardless of the class of service, since the parameters are compared individually during

the search process.

Proposal of a service searching protocol for P2P SON

The development of AgS gave rise to the need for optimized communication between

peers in order to perform an optimized service searching and for this reason the AgS-P

was developed. AgS-P is used to exchange data information between AgS peers and

between SON and AgS peers by employing underlying Internet transport protocols to

send and receive particular application messages.

A best service provider selection mechanism

The BPSS adopts a decoupled approach to select best service providers (best

peers) independently of the service/application. BPSS allows a consumer (e.g. service

provider, final user, etc.) to select the best peer to interact with by using a best

peer selection metric. Furthermore, besides the selection metric, BPSS relies on the

underlying AgS service to carry out the selection. These characteristics allow the

service/application business rules within the application to be decoupled from the best

peer selection process.

Customers can send a particular message to a peer that executes the BPSS service

requesting a best peer reference regarding a particular service. The details, such as

algorithms employed, are shown as well as the description of the BPSS model and

architecture. The validation of the best service provider choice (best peer) was also

undertaken. A requesting peer used an ftp-like service parameter to select the best

peer to interact with. This approach has resorted to carrying out an evaluation of the

whole cycle of peer selection.
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Simulation and validation of the optimized service searching and the

selection of the best service provider mechanisms

The proposed approaches for AgS and BPSS were evaluated by means of a P2P

network simulator. This evaluation involved several simulations to cope with the

following: performance and scalability; analysis of the performance regarding data

replication; and search efficiency versus AgS dimensioning factors. In addition, several

simulation rounds were performed comprising geographical best peer distribution, and

reflecting the performance of the chosen best peers.

Simulation results demonstrated that AgS and BPSS have good efficiency for

searching services and selecting best peers, respectively. This efficiency also

demonstrates the great potential of OMAN as an architecture for handling offerings of

services in a Peer-to-Peer (P2P) Service Overlay Networks (SON).

6.3 Future Work

Apart from its research contributions, this study has raised some issues that require

further research and work. A series of recommendations are made here to improve the

OMAN modules and the overall usage of the OMAN in a P2P SON environment.

Thorough implementation of OMAN architecture

Despite the observed great potential of the overall OMAN architecture, some

peripheral modules were not implemented in the simulations, such as Overlay

Monitoring (OM) and Configuration Manager (CM). These OMAN third layer modules

can provide mechanisms to improve the performance of P2P SON. Since this thesis rests

on the assumption that there is a freely expressed desire for a self-organized service

providers consortium, the simulation of the remainder of the undeveloped OMAN

modules can help to evaluate the influence of these modules on the relationship between

the service providers in this kind of P2P SON environment.
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Interfacing for third-party legacy systems

Although the OMAN architecture by itself foresees the need for partners systems to

provide full coverage and usage of an environment for services offering, the Support for

Management Systems module does not specify a particular interface for data exchange.

Further effort is needed to make OMAN compliant with external systems, such as

billing, Service Level Agreement (SLA) enforcement at the P2P SON provisioning,

security, etc.

Service profile enhancement

This thesis is based on the assumption that all the providers agree to a standard

representation of services’ profiles, such as employing the same representation for

parameter values. However, a more extensive study of the best means to represent this

information needs to be carried out. For instance, ontology-based semantic annotations

could be used as a means of creating flexible, and yet standardized representations.

Consistency mechanism

The services offering environment provided by OMAN relies on the service’s profile

publishing. This publishing occurs when the service profiles are sent by SON peers

and stored in local caches of AgS peers. AgS and BPSS make use of this fact to play

their roles. In any case, the service providers can stop offering a particular service

whenever they need. However, currently, both AgS and BPSS lack a mechanism for

checking if their results are consistent, which means determining whether the service

provider is still offering the requested service. Further work is planned to address this

issue. Considering scenarios with a high number of SON peers involved, a promising

approach to tackle this problem is to extend the AgS-P. In this way, the checking

could be performed on demand during the searching process. This approach can avoid

underlying network overload through a periodically polling solution, at the same time

as providing a simple and elegant way of maintaining consistency between the results

and the service providers’ offerings.
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Appendix A

Service Profile

Service Profiles offer the main structure used by providers to make their services

available. They contain administrative, business and technical information about

services or service components and are designed as XML documents to guarantee

portability and extensibility of the services and service components information, and

facilitate data manipulation.

This appendix outlines in detail the elements depicted in the XML representation

of Service Profiles described in Section 3.1.1.1. Figure A.1 shows the root element of

the XSD. Rectangles with plus signs represent complex elements that contain child

elements. For the sake of organization, if a figure contains a complex element that

is not expanded, this element will be described in subsequent charts. Following this,

there is a detailed description of the entire XSD structure.

Figure A.1: XSD - Root Service Profile
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• ServiceOwner : Encompasses the identification and the contact information of the

provider of the service element;

• ServiceDescription: Contains a general description of the service or service

component, such as the name, type and release date;

• SLS : Contains technical information about the service element;

A.1 Service Owner

The ServiceOwner element depicted in Figure A.2 shows the identification and contact

information of the service providers that make the service or service component

available. It contains the following sub-elements:

Figure A.2: XSD - Service Owner

• OwnerName: The service provider name;
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• OwnerPostalAddress: The service provider physical address information;

• OwnerEmail: The help desk service provider contact e-email;

• OwnerURL: The service provider web site;

• OwnerPhone: The service provider contact phone number; and

• OwnerContact: Name, phone number and email of the person to contact at the

service provider’s office in order to deal with administrative and technical issues.

A.2 Service Description

Figure A.3 displays general information about the service description element. The

ServiceDescription element contains the following sub-elements:

Figure A.3: XSD - Service Description

• ServiceName: The name of the service or service component that is executing on

the SON peers. This element is used in several operations;

• Servicekeywords: Optional element. Along with the ServiceName element, this

element defines the keys AgS can use to search services;

• ServiceType: The type of the service being offered, e.g. infrastructure,

component, etc. Its use is optional;
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• ServiceClass: Specifies the class (level of quality) of the service; and

• PublicationDate: Specifies when the service or service component has been made

available at the SON peer.

A.3 SLS

The SLS element (Figure A.4) contains technical information about the service element.

It contains the following sub-elements:

Figure A.4: XSD - Service Level Specification

• ServiceManagement: Comprises the interfaces and management functions

designed to handle the administrative contacts with the service; and

• QoS: Comprises some QoS parameters that services can eventually take

advantage of in the context of OMAN.

A.3.1 Service Management

This element is part of the service technical specifications concerning the

APIs/interfaces or functions necessary to interact with the service administratively.

This interaction is necessary to allow service consumers to connect to the service in

order to negotiate and establish SLAs or negotiate the composition process, depending

on the case. This element (Figure A.5) contains the following sub-elements:
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• ManagementAPI: Concerns the functions a service customer can use to

communicate with the service to handle administrative functionalities, e.g.

celebrate SLAs, retrieve particular information from the service, etc., and

• CompositionManagement: OMAN handles services and also service components.

In order to be used, these service components have to be composed. This optional

element (only service components can make it available) contains sub-elements

regarding information related to an eventual composition process.

Figure A.5: XSD - Service Management

A.3.1.1 Management API

This sub-element, shown in Figure A.5, contains the following sub-elements:

• FunctionName: The management function name;

• ReturnType: The type, e.g. int, float, etc., returned to the caller (e.g. service

consumer) by the management function; and

• Parameters: This is an optional element and it either specifies none or several

parameters (type and value) that the FunctionName expects as real arguments.
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A.3.1.2 Composition Management

This sub-element, shown in Figure A.5, contains the same sub-elements as in the

ManagementAPI sub-element, except for the element Type which can be regarded

as the composition type, for instance: orchestration or choreography.

A.3.2 QoS

For the purposes of this thesis, the QoS sub-element is small. Indeed, it appears in

the Service Profile as a reminder that with a few adaptations, AgS can perform service

searches based on QoS parameters as well, instead of just using the service name or

keywords. Thus, as can be seen in Figure A.6, there are a few sub-elements that are a

part of the QoS element. These are as follows:

• Price: This is an example of a QoS parameter that can be used by the OMAN

architecture, especially by the AgS service; and

• OtherParameters: This is an optional sub-element that can contain several other

QoS parameters, depending on the service or service component.

Figure A.6: XSD - QoS
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Appendix B

AgS-P Specification

Aggregation Service Protocol (AgS-P) supports four message types for exchanging

control and data information between AgS peers and one message type to exchange

data information between SON and AgS peers. The first 64 bit-words of all AgS-P

messages represent the common header, following by a body consisting of a variable

number of objects of static or variable length. The common header and other objects

are both encapsulated in a Transmission Control Protocol (TCP) or User Datagram

Protocol (UDP) messages, and transported by one of these services. The rest of this

appendix defines the formats of the common header and each AgS-P message type and

object.

B.1 Common Header

All the data objects for the AgS-P must contain this common header as the first 64

bits of the object. Figure B.1 introduces the common header format used by all the

AgS-P messages.

The fields in the common header are as follows:

• Msg-Type is composed of 8 bits, where the first 3 bits mean:
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Msg-Type

Msg-ID

F R Flags Sequence

0 7 15 31

Sender Object

T

Figure B.1: AgS-P Common Header

000 = JoinMessage;

001 = PublishMessage;

010 = SearchMessage;

011 = SearchReplyMessage;

111 = LeaveMessage;

• F bit : When set means the AgS-P message is fragmented.

• R bit : When set means the AgS-P message is being retransmitted.

• T bit : This bit represents the transport service that will carry the AgS-P message.

It can assume two values: 0 = TCP and 1 = UDP.

• Flags : Represent flags to specific messages. It is formed of 5 bits and is defined

as a part of the individual specification of AgS-P messages.

• Sequence: Represents a sequential number associated with each Msg-ID. It is

composed of 8 bits and is used when there is AgS-P message fragmentation or

retransmission, to prevent flooding and to control the assembly of fragmented

messages.

• Msg-ID: This field is composed of a 32 bit-word. It represents the message

identification.

• Sender Object : This field represents the Internet Protocol (IP) address of the

message sender. It is a field of 32 bits for IP version 4 or 128 bits for IP version
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6. This field is used as a pointer for the successor and predecessor peers of an

AgS peer.

The set of appropriated flags depends on the particular message being processed.

Any bit that is not defined as a flag for a particular message, must be set to zero on

sending and must be ignored on receiving.

B.2 JoinMessage

The JoinMessage is very simple. It only uses the AgS-P Common Header to carry the

Sender Object as the data field that will be used by the AgS peer receiver to update its

internal successor or predecessor fields. The sender AgS peer carries this out by setting

the Flags field leftmost bit in accordance with the recipient of the JoinMessage. When

it is sending the JoinMessage to its new successor, the bit is set to 0, which means that

the Sender Object at the Common Header must be set as the receiver’s predecessor.

Otherwise, when the JoinMessage is being sent to an AgS peer predecessor, the bit is

set to 1, which means the Sender Object must be set as the receiver’s successor.

Figure B.2 shows a part of the AgS-P Common Header and highlights the J bit

(Flags leftmost bit).

Msg-Type F R Flags Sequence

0 7 15 31

T

.

.

.

Flags

11

J

Figure B.2: AgS-P Join Message Flag
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B.3 LeaveMessage

Like the JoinMessage, the LeaveMessage is very simple. It is based on the same

principle of JoinMessage, i.e. the sender gives data to update internal fields of the

receiver. Thus, the LeaveMessage uses the same J bit to inform the receiver which

internal field to update (successor or predecessor). However, instead of using the

Sender Object in the Common Header, the receiver must use an appropriated new

field. AgS-P calls this field the Updater Object. The Updater Object is, in fact, the

successor or predecessor link object at the leaving peer. Hence,, for instance, when a

leaving AgS peer sends a LeaveMessage to its current successor, it must set J bit to 0

and the Updater Object with the IP address of its current predecessor. On the other

hand, the second LeaveMessage that a leaving AgS peer sends, it must have J bit set

to 1 and the Updater Object with the IP address of its current successor.

Figure B.3 shows the entire LeaveMessage, including the Common Header.

Figure B.3 also shows that the Updater Object has the same properties as the Sender

Object, i.e. static 32 bit-word representing an IPv4 address or four 32 bit-word

representing an IPv6 address.

Msg-Type

Msg-ID

F R Flags Sequence

0 7 15 31

Sender Object

T

Updater Object

J

11

J=[0,1]

Figure B.3: AgS-P Leave Message
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B.4 PublishMessage

PublishMessage is responsible for delivering the Service Profile of a service or service

component to an AgS peer. Regarding this responsibility the Sender Object at the

Common Header is the address of a SON peer. This address will be associated with

the sent Service Profile in the local cache of the AgS peer receiver. This data must be

present at the PublishMessage.

Figure B.4 shows the format of a PublishMessage, without including the common

header, since this message does not have message-specific flags, where:

• Service Index : Composed of 8 bits, this is a sequential number for the publishing

tries for that Service Profile Object. This field is used to detect redundant

publishing messages for a particular Sender Object.

• Keyword Size: Composed of 24 bit-word, this represents the size in bytes of a

keyword associated with the Service Profile. The keyword is stored at the local

cache of the AgS peer receiver as well as the Sender Object and the Service

Profile.

• Service Profile Object Size: Steady length field composed of 32 bit-word

representing the size of the Service Profile Object.

• Keyword : Variable length field corresponding to the keyword associated with the

Service Profile Object.

• Service Profile Object : Variable length field carrying the XML file that represents

a Service Profile.

B.5 SearchMessage

As mentioned in Section 4.2.3.4, SearchMessage supports two working modes. On the

one hand, in the regular mode, the forwarding process stops when the SearchMessage
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Service 

Index

Keyword

Keyword size

Service Profile Object size

0 7 15 31

Service Profile Object

Figure B.4: AgS-P Publish Message

finds first occurrence of the searched service. On the other hand, SearchMessage collects

all the occurrences. In order to work in the second mode, SearchMessage must be able

to carry the result list, since the message forwarding will only stop when the requesting

AgS peer is reached. Furthermore, as the keyword used to match the service or service

component must be carried as well as the search result, SearchMessage does not have

a fixed length. The SearchMessage fields are as follows:

• Reserved : Composed of 8 bits, it is initially set at zero in decimal notation. This

field is reserved for future use.

• Keyword size: Composed of steady 24 bit-word, represents the size in bytes of a

keyword used to search a service or service component.

• Keyword : Variable length field, it carries the keyword that has to be compared

when searching a particular service or service component.

• Result List size: Composed of steady 32 bit-word, it represents the size in bytes

of the Result List Object.

• Result List Object : Variable length field, it stores the SON peer references that

published the searched service.
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Figure B.5 shows the SearchMessage, with the AgS-P Common Header. The field

Flags in the Common Header supports the M bit to allow the mode of collection of

the SearchMessage. This M bit is the 12th bit on the first 32 bit-word on the Common

Header, and the 2nd leftmost bit on the Flags field on the Common Header. Thus,

when this M bit is set to 0, the SearchMessage will be forwarded until the first service

match. Otherwise, it plays the role of collector.

Reserved Keyword size

Result List size

Result List Object

Msg-Type

Msg-ID

F R Sequence

0 7 15 31

Sender Object

T J M

Flags

Search 

Message

Common 

Header

Keyword

Figure B.5: AgS-P Search Message

B.6 SearchReplyMessage

The SearchReplyMessage is the counterpart of the SearchMessage when it is operating

in regular mode. In this case, when the SearchMessage finds the first occurrence of the

searched service, a SearchReplyMessage is created and filled with information regarding

the service profile for the searched service and the address(es) of the SON peer(s) that

had published that service profile. Following this, the SearchReplyMessage is sent

back to the requesting AgS peer, which is in the Sender Object at the AgS-P Common

Header.
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The fields on SearchReplyMessage are as follows:

• Service Profile size: This field is a steady 16 bit-word representing the size in

bytes of the Service Profile object. It is used for the recently found service

replication/caching. Thus, if this feature is not used, this field can remain at

zero, which means the last field on the SearchReplyMessage will not be used

either.

• Number of SON peers : The result of a search is a number of references for peers

that currently run the searched service. This means that references to this/these

peer(s) must be carried in a SearchReplyMessage. This steady 16 bit-word field

states how many SON peers will be present in this response message. This is

necessary since several SON peers can publish the same service at the same AgS

peers. Thus, a search can find several SON peer references for the searched

service.

• SON peer List : This variable length field encapsulates the address(es) of SON

peer(s). However, each individual SON peer object is composed of an IPv4 or

IPv6 address.

• Service Profile Object : This variable length field is the same as in the

PublishMessage. It carries the XML file that represents a Service Profile.

Figure B.6 shows the SearchReplyMessage format without the Common Header.
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Service Profile size

SON peers List

Number of SON peers

Service Profile Object

0 15 31

Figure B.6: AgS-P Search Reply Message
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