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(57) A method for adapting a session between a
source and a receiver through a network, whereas the
session originating from a source is composed of a plu-
rality of flows which together form the session, whereas
the receiver may receive all or a subset of the flows of
the session, whereas said session passes through a plu-
rality of network nodes from said source to said receiver,
whereas a plurality of adaptation agents are provided in
said network, each adaptation agent being capable of
running an adaptation mechanism by adding a flow to or
dropping a flow from said session, each adaptation agent
being responsible for one or more network nodes along

the path from the source to said receiver, said method
comprising: �
receiving by one of said adaptation agents network pa-
rameters indicating the network usage;�
running a deciding mechanism to decide by said adap-
tation agent how to adapt said session to said network
usage; �
add or drop one or more flows to or from said session;�
inform a resource allocation mechanism provided in said
network to allocate or release network resources in ac-
cordance with said added or dropped flow;�
inform upstream and/or downstream adaptation agents
about the new session composition.
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Description

FIELD OF INVENTION

�[0001] This invention addresses the field of session
adaptation and Quality of Service (QoS) in heterogene-
ous environments.

BACKGROUND OF THE INVENTION

�[0002] Next generation networks are envisioned to be
heterogeneous and to support a wide range of services.
The heterogeneity may go from access and transport
technologies, to mobile users with different devices and
capacities. In addition to the above heterogeneity, the
communication services, such as multimedia and file-
distribution sessions, must be distributed to the request-
ers, at least, with a minimal level of quality. However, the
distribution and the adaptation of the session content to
heterogeneous users or groups of users along the ses-
sion path is a hard task, because it involves domains with
different distribution techniques, links with different ca-
pacities and users with distinctive requirements.
�[0003] The problem of session adaptation to different
receivers across heterogeneous networks has been
tackled for situations where the environment is multicast-
aware and QoS-�unaware. Existing solutions either re-
quire the implementation of proprietary modules on the
end-�hosts in order to support the needed adaptive control
functions, or rely on specific mechanisms to change the
content coding in order to meet the diverse requirements
from the receivers. However, implementation of extra
functionalities on each end-�host and the need to change
the content coding are not suitable, because they in-
crease the complexity and decrease the flexibility of the
environment.
�[0004] In order to fill this gap, there is the need of a
QoS-�aware session mechanism that is able to adapt the
quality level of the sessions to different receivers across
heterogeneous networks and to avoid the upstream
and/or downstream waste of network resources when
less priority flows of a session are not supported by a
domain or an inter-�domain link. This mechanism should
be able to operate independently of the underlying net-
work distribution techniques and to avoid the implemen-
tation of proprietary modules on the end-�hosts. Further-
more, this mechanism should support open interfaces,
allowing simultaneously an easy interaction with different
protocols and mechanisms and a straightforward deploy-
ment.
�[0005] There have been proposals which have ad-
dressed the adaptation control problem. However, exist-
ing solutions require the implementation of proprietary
modules on the end- �hosts or need devices in specific
places in the network, which are responsible for adapting
the content coding to the network bandwidth (e.g. T.
Shanableh and M. Ghanabari, "Multilayer Transcoding
with Format Portability for Multicasting of Single-�Layered

Video", IEEE Transaction on Multimedia, vol. 7, number
1, February 2005). Furthermore, most solutions are fo-
cused in multicast-�aware environments, with the scope
limited to multimedia sessions, being, in general, QoS-
unaware (e.g. H. Chiu and K. Yeung, "Fast-�response Re-
ceiver-�driven Layered Multicast with Multiple Servers",
Communications, 2005 Asia-�Pacific Conference on, pp.
259-263, October 2005). Therefore, previous approach-
es are not suitable to adapt sessions to the current net-
work conditions in heterogeneous networks, because
they reduce the system flexibility, present scalability
problems and increase the complexity of the environ-
ments.
�[0006] In the following some known techniques are
briefly explained, highlighting the applicability scope and
explaining why they are not suited for heterogeneous net-
works.
�[0007] The adaptive control schemes, presented in the
literature, are used to adapt sessions (especially multi-
media sessions) to different receivers or to react to
changes in network conditions. In general, the approach-
es can be classified as sender- �based, receiver- �based
and transcoder-�based.
�[0008] An example of the sender-�based control
scheme is the approach "On the Use of Sender Adapta-
tion to Improve Stability and Fairness for Layered Video
Multicast" proposed by Wu et al. in Proceedings of the
Second International Workshop on Quality of Service in
Multiservice IP Networks, pp. 347-357, February 2003,
which improves stability and fairness of the receiver, by
employing dynamic channel rate allocation, at the send-
er. However, this approach only supports Best-�Effort
services without guaranteeing the session quality level.
Moreover, sender-�based rate adaptation performs poorly
in a heterogeneous multicasting environment, because
there is no single target rate, where the quality require-
ment of different receivers cannot be satisfied simulta-
neously with one transmission rate.
�[0009] McCanne et al (S. McCanne, V. Jacobson and
M Vetterli, "Receiver- �driven Layered Multicast", In proc.
of SIGCOMM Symposiums on Communication Architec-
ture and Protocols, pp. 117-130, August 1996) proposed
a "Receiver-�driven Layered Multicast" (RLM) scheme for
multicast multimedia transmission over the Internet. After
that, some other proposals were presented to allow
streaming of multimedia content to different receivers
(e.g. P. Mendes, H. Schulzrinne and E. Monteiro, "A Re-
ceiver-�driven Adaptive Mechanism Based on the Popu-
larity of Scalable Sessions", Third COST 263 Internation-
al Workshop on Quality of future Internet Services
(QoflS), October 2002) which includes a simple receiver-
based adaptive mechanism named SAM. Receivers use
SAM to adapt the perceptual quality of the displayed vid-
eo stream to the current condition of the network, infor-
mation that is provided by SAPRA. Receivers first join
the multicast group for the most important flow and then
SAM controls the perceptual quality by joining and drop-
ping additional flows. However, the approaches need ex-
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tra workload/�modules in the sender, receiver or both, in-
creasing the system complexity and decreasing the flex-
ibility. Moreover, it requires the support of the IP multicast
technology in the networks, limiting its usage to multicast
environments and does not support the interaction with
QoS mapping-�alike schemes to request readjustment of
the flows of sessions into another network service class.
�[0010] An adaptive approach that seems to be suitable
for heterogeneous environments consists in the trans-
coder-�based schemes (e.g. R. Hayder, S. Mihaela and
K. Shirish, "Scalable Video TranScaling for the Wireless
Internet", EURASIP Journal on Applied Signal Process-
ing (JASP), number 2, pp. 265-279, February 2004)
which place network elements at appropriate locations
to deliver different levels of quality to network regions
with different types of connectivity or different levels of
congestion. The video transcoder-�based technique can
be applied over single- �user unicast sessions and/or mul-
ti-�user multicast sessions. For example, the approach
Scalable Video TranScaling for the Wireless Internet of
Hayder et al. proposes a transcoder- �based mechanism
called TranScaling. With TranScaling, a multimedia ses-
sion, that covers a given bandwidth range, is mapped
into one or more distribution channels covering different
bandwidth ranges. Different gateways of different access
networks can perform the desired transcaling operations
that are suitable for their own local domains and devices
attached to them. However, the trasncoder-�based
scheme increases the complexity of network devices re-
quiring high memory and CPU consumption, presents
scalability problems because the transcoder elements
need to perform video encoding, decoding and re-�encod-
ing for sessions with different codecs along the session
path. Moreover, this approach does not avoid the up-
stream or downstream waste of network resources as
well as the interaction with external mechanism to allow
the reallocation of flows of a session into another class
of service.
�[0011] In general, most of the approaches are limited
to a unique IP distribution technique (e.g. IP multicast),
limiting their usage in heterogeneous environments,
such as the future next generation networks. Moreover,
the implementation of proprietary modules on each end-
host and the need of change in the content coding are
not suitable solutions, because they reduce the flexibility
and increase the system complexity. Furthermore, some
proposals do not consider the required quality level of
the session as well as the flexible adaptation decisions
(e.g. the cost of service that the receivers are willing to
pay) to perform the adaptation process, and the distribu-
tion of other types of sessions/ �services, such as data-
content or file-�distribution services is not supported by
the current adaptive mechanisms.

SUMMARY OF THE INVENTION

�[0012] According to one embodiment there is provided
a method for adapting a session between a source and

a receiver through a network, whereas the session orig-
inating from a source is composed of a plurality of flows
which together form the session, whereas said session
passes through a plurality of network nodes from said
source to said receiver, whereas a plurality of adaptation
agents are provided in said network, each adaptation
agent being capable of running an adaptation mecha-
nism by adding a flow to or dropping a flow from said
session, each adaptation agent being responsible for one
or more network nodes along the path from the source
to said receiver, said method comprising:�

receiving by one of said adaptation agents network
parameters indicating the network usage;
running a deciding mechanism to decide by said ad-
aptation agent how to adapt said session to said net-
work usage;
add or drop one or more flows to or from said session;
inform a resource allocation mechanism provided in
said network to allocate or release network resourc-
es in accordance with said added or dropped flow;
inform upstream and/or downstream adaptation
agents about the new session composition.

�[0013] The method provides an efficeint use of re-
sources through session adaptation even in heterogene-
ous environments while making instatllations of proprie-
tary modules on end- �hosts unnecessary.
�[0014] According to one embodiment instead of or in
addition to said adding or dropping of flows said deciding
mechanism decides to reallocate one or more flows of
said session to a different service class than the present
one; and
instead of said resource allocation mechanism a quality
of service mapping mechanism is informed about the de-
cision of said deciding mechanism.
�[0015] This allows the interaction with a QoS mecha-
nism and a QoS aware session mapping.
�[0016] According to one embodiment instead of or in
addition to said adding or dropping of flows said deciding
mechanism decides to request said resource allocation
mechanism to readjust resources for a class of service.
�[0017] This allows the readjustment of network re-
sources to assure, for instance, the full bandwidth com-
mitted for each flow of a session.�
According to one embodiment each flow has assigned
to it a priority, and said deciding mechanism decides on
said adding or dropping of flows based on said priority
of said flows.
�[0018] This allows for an efficient service adaptation
which respects the priorities of individual flows.
�[0019] According to one embodiment said network us-
age information contains information about whether suf-
ficient network resources are available or not, and
if the network resources are not sufficient the deciding
mechanism decides to drop one or more flows, and
if the network resources are sufficient, it is decided to
add one or more flows.
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�[0020] This adapts the session to the actual network
condition, whereas e.g. a network congestion may be
taken into account as it occurs and again as it disappears.
�[0021] According to one embodiment the method com-
prises:�

maintaining state of the flows of said session to in-
dicate whether they are awake or asleep; whereas
adding a flow to session corresponds to putting it
into an awake state, and dropping a flow to session
corresponds to putting it into an sleeping state;�
each of said states being reversible.

�[0022] This means that a dropped session is not lost
but can be reactivated if the conditions allow for it.
�[0023] According to one embodiment there are a plu-
rality of sessions, and said deciding mechanism compris-
es selecting one or more of the sessions to be adapted
among said plurality of sessions, whereas said selection
is based on one or more of the following criteria: �

selecting the sessions with the lowest audience size
for adaptation;
selecting the sessions with the lowest cost for adap-
tation;
selecting preferably video sessions over audio ses-
sions for adaptation.

�[0024] This allows to adapt to the different priorities of
different sessions.
�[0025] According to one embodiment an adaptation
agent receiving information from another adaptation
agent about a new session composition decides based
on the location of said adaptation agent in the path of
said session from said receiver to said source and based
on whether said adaptation agent has a branch point for
said session as to whether it adds or drops said flow and
as to whether this information is to be forwarded further
upstream or downstream.
�[0026] This has the effect that in case where a flow is
still needed, e.g. because the network node has a branch-
ing point for the session and in a different branch the flow
is still needed, the node may still maintain it by not drop-
ping it. Moreover, this takes also into account for a pos-
sible heterogeneous character of the network, whereas
for one domain the flow may have been dropped but for
the other it is still maintained.
�[0027] According to one embodiment there is provided
an agent for adapting a session between a source and
a receiver through a network, whereas the session orig-
inating from a source is composed of a plurality of flows
which together form the session, whereas said session
passes through a plurality of network nodes from said
source to said receiver, said adaptation agent being one
of a plurality of adaptation agents which are provided in
said network, each adaptation agent being capable of
running an adaptation mechanism by adding a flow to or
dropping a flow from said session, each adaptation agent

being responsible for one or more network nodes along
the path from the source to said receiver, said adaptation
agent comprising:�

an interface for receiving network parameters indi-
cating the network usage;
a deciding module to decide how to adapt said ses-
sion to said network usage;
an add/�drop module for adding or dropping one or
more flows to or from said session;
an resource information module for informing a re-
source allocation mechanism provided in said net-
work to allocate or release network resources in ac-
cordance with said added or dropped flow;
an upstream/ �downstream information module for in-
forming upstream and/or downstream adaptation
agents about the new session composition

�[0028] According to one embodiment instead of or in
addition to said adding or dropping of flows said deciding
module decides to reallocate one or more flows of said
session to a different service class than the present one;
and
instead of said resource allocation mechanism a quality
of service mapping mechanism is informed about the de-
cision of said deciding mechanism.
�[0029] According to one embodiment instead of or in
addition to said adding or dropping of flows said deciding
module decides to request said resource allocation
mechanism to readjust resources for a class of service.
�[0030] According to one embodiment each flow has
assigned to it a priority, and said deciding mechanism
decides on said adding or dropping of flows based on
said priority of said flows.
�[0031] According to one embodiment the agent com-
prises:�

a maintaining module for maintaining state of the
flows of said session to indicate whether they are
awake or asleep; and whereas
adding a flow to session corresponds to putting it
into an awake state, and dropping a flow to session
corresponds to putting it into an sleeping state;
each of said states being reversible.

�[0032] According to one embodiment said deciding
module decides based on the location of said adaptation
agent in the path of said session from said receiver to
said source and based on whether said adaptation agent
has a branch point for said session as to whether it adds
or drops said flow and as to whether this information is
to be forwarded further upstream or downstream if the
adaptation agent received information about the new
session composition from another adaptation agent.

BRIEF DESCRIPTION OF THE DRAWINGS

�[0033]
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Fig. 1 schematically illustrates a communication en-
vironment where an embodiment of the invention
may be used.
Fig. 2 schematically illustrates a network environ-
ment implementing an embodiment of the invention.
Fig. 3 schematically illustrates a configuration of an
adaptation agent according to an embodiment of the
invention.
Fig. 4 shows a flowchart illustrating schematically
the operation of an embodiment of the invention.
Fig. 5 shows a flowchart illustrating schematically
the operation of a further embodiment of the inven-
tion.
Fig. 6 schematically illustrates a network environ-
ment implementing a further embodiment of the in-
vention.
Fig. 7 schematically illustrates a network environ-
ment implementing a further embodiment of the in-
vention.

DETAILED DESCRIPTION

�[0034] In the following embodiments of the invention
will be described in detail. At first some terms used in the
following description are briefly explained.�

• Autonomous Systems (AS): either a single network
or a group of networks that is controlled by a common
network administrator on behalf of a single adminis-
trative entity;

• Domain: a set of nodes that operates with a common
set of service policies. In this proposal, a domain is
seen as an AS;

• Downstream: in the same direction as the data flow;
• Upstream: in the opposite direction of the data flow;
• Session: a session defines the communication be-

tween a user (or user agent) and a peer. A session
can be composed by a number of flows (1 to N) such
that it comprises a set of session- �flows. A session
may be received by one or more receivers (from 1
to M, M being a natural number)

• Asleep flow: flow of a session that was dropped from
the data plane by a SAQUE agent;

• Awaked flow: flow of a session that was added to
the data plane by an SAQUE agent;

• SAQUE agent: an entity in the network which imple-
ments the SAQUE mechanism for adapting sessions
in accordance with embodiments of the invention

• Data plane: set of network functionalities used to
process data packets, This is opposite to control
plane, which is a set of network functionalities used
to process control packets, as the ones used by net-
work protocols.

• Distribution channel: a unicast flow or a multicast
tree to which the flow of a session was associated
in the domain or between domains. A multicast tree
can be identified by a Source Specific Multicast
(SSM) channel (see RFC 3569)

�[0035] Fig. 1 illustrates an environment in which em-
bodiments of the invention may be used. A publish-�sub-
scribe service may have different multi- �user sessions,
such as IPTV services having different programs, each
corresponding to a session. Each session may comprise
(optionally) multiple media types, such as audio, video,
and TV rating. One media type (e.g. video) then may be
comprised of several flows, by using MPEG4 codecs for
instance. Users may then individually wish to join a ses-
sion, as schematically illustrated in Fig. 1.
�[0036] According to one embodiment there is provided
a QoS�(quality of service)-aware session adaptation
mechanism, (hereinafter referred to as SAQUE mecha-
nism or in short SAQUE), which adapts the quality level
of multi- �user sessions to the current network conditions,
by dropping or adding the low priority flow�(s) of sessions.
Thus, receivers subscribe to the available sessions (e.g.
maximum quality - all flows of a session) and the SAQUE
mechanism adjusts the number of flows of a session ac-
cording to the actual conditions of the networks, for in-
stance, based on the current link capability and flows
priority. The session adaptation process can also be per-
formed by the interaction with a QoS mapping scheme,
for instance by requesting the reallocation of flows or
sessions into another network service class. Further-
more, SAQUE aims to avoid the upstream and/or down-
stream waste of network resources when less priority
flows of a session are not supported by a domain or be-
tween domains.
�[0037] According to one embodiment there is provided
a session adaptation agent for session adaptation (here-
inafter referred to as SAQUE agent) which is responsible
for carrying out a session adaptation. The SAQUE agent
may be a distinct entity in a network, or it may be inte-
grated into another network entity such as a network
agent located at the edge of a network and providing
access for a receiver or any other device, like other net-
work agents from other networks.
�[0038] The SAQUE mechanism’s QoS-�aware charac-
teristic according to one embodiment is achieved by its
ability to control the adjustment of multi-�user sessions
that are mapped into network service classes (e.g. by
interacting with a QoS mapping mechanism) or to request
the adjustment of network service classes by interacting
with a resource allocation controller scheme. Moreover,
the SAQUE mechanism according to one embodiment
supports the session adaptation over heterogeneous en-
vironments through the use of open interfaces. The in-
terfaces allow the interaction with different protocols and
mechanisms, an easy deployment, and its applicability
to heterogeneous environments. The interfaces allow
SAQUE to communicate with the following components:�

• Session or application protocol or mechanism im-
proving the control, support and quality level of multi-
user sessions;

• Connectivity control protocol or mechanism allowing
the adjustment of sessions independently of the un-
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derlying transport connections;
• Resource allocation controller protocol or mecha-

nism supporting the dynamic management of net-
work resources;

• Mobility protocol or mechanism giving support to mo-
bility operations.

�[0039] These components will be explained later in
somewhat more detail.
�[0040] Besides the above, the SAQUE mechanism op-
erates in an environment which provides the following:�

• The sender of a multi-�user session defines the re-
quirements and the priorities of each flow, by using
for instance the Session Description Protocol (SDP)
(see M. Handley, V. Jacobson and C. Perkins, "SDP:
Session Description Protocol", IETF, Internet Draft,
January 2006);

• Each receiver gets from the sender by any off-�line
or on-�line mean the session description of the avail-
able sessions;

• Each receiver sends the description of the sessions
it wants to join to an agent in the access network to
which the receiver is connected at the time of the
session setup;

• The network agent defines a session object (which
is a definition of the session and its relevant param-
eters) of the service requested by the user (wired or
mobile), which is used to perform the session adap-
tation. The session object contains information about
the priority of each flow and/or the current bandwidth
capacity.

�[0041] The SAQUE agent can be configured to perform
session adaptation between domains, inside a domain
and also can be associated to a set of network agents
inside or between domains. Figure 2 presents an exam-
ple of SAQUE location in a generic scenario, where in
Domain 1 there is one SAQUE agent responsible to con-
trol the session adaptation in the domain. In Domain 2,
each SAQUE agent is configured to perform session ad-
aptation for a set of network agents. Finally, in Domain
3, the SAQUE agents are placed, at the edges, together
with the network agents. The use of SAQUE interfaces
allows an easy interaction with external protocols or
mechanisms, supporting a straightforward deployment
in heterogeneous environments as will be explained in
the following.
�[0042] In order to perform the session adaptation, a
SAQUE agent (or an external session or application pro-
tocol or mechanism) maintains per- �session and per-�flow
state about the current sessions in its segment (including
the IP address of the upstream and/or downstream
agent, the importance, bit rate and operational status of
each flow of a session). The information about the oper-
ational status of a dropped flow can be kept by all agents
along the session path or only by the first agent that
dropped the flow from the data plane (in this case the

control information about the removed flow can be re-
leased from the control plane of the other agents). When
a stateless SAQUE is activated, it interacts with the ses-
sion/�application protocol/�mechanism in order to ex-
change control information about the current sessions
and flows of a session (e.g. operation status, network
service class, importance, audience size and the cost of
each session or flow). The operational status of a flow
can be sleeping (dropped from the data plane) or awake
(added to the data plane), where the sleeping state
means that a flow is asleep due to the unavailability of
network resources and the awake state means that there
are available network resources for a flow.
�[0043] Furthermore, the interoperation between
SAQUE agents can be done by signalling messages (by
means of dedicated SAQUE messages which the
SAQUE agents are able to generate, transmit, receive,
and interpret, or by the use of signalling messages sup-
ported by an external session/�application protocol/�mech-
anism). The information carried by the messages, for in-
stance the session object, can be used to inform the up-
stream or downstream agent about the flows that must
be put in the sleeping state or in the awaken state, avoid-
ing the upstream and/or downstream waste of network
resources.
�[0044] In Fig. 3 there is schematically illustrated a
SAQUE agent 350 with its components which will be de-
scribed in the following. The major components are the
adaptation mechanism 300 and several interfaces which
will now be explained. �

• Interfaces: �

o Session/ �application interface 305: Interface
used by an external protocol/ �mechanism 325 to
request the SAQUE adaptation process to act
and to send control information (e.g. the session
object) about the flow�(s) of a session or sessions
to be put asleep or awaked (e.g. a session-
aware QoS adaptation mechanism triggers
SAQUE to readjust the session to the current
network condition). This interface can also be
configured to activate a QoS mapping scheme
in order to request the reallocation of flows or
sessions into another network class of service.
When the SAQUE agent finishes its job, it uses
this same interface to send a response to a re-
quester;
o Connectivity interface 315: This interface is
used to request a distribution channel, to which
an awaked flow will be associated in a domain
or between domains, to a protocol/�connectivity
control mechanism 330. Furthermore, the
SAQUE agent uses this interface to send infor-
mation about which distribution channel must be
removed, since the flow was put in the sleeping
state;
o Resource interface 310: In order to avoid the
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waste of network resources, SAQUE uses this
interface to communicate which flows of a ses-
sion are in the sleeping state to a resource allo-
cation controller protocol or mechanism 335.
Moreover, the SAQUE agent uses this interface
to ask for network resources associated with a
class of service to be used by the awaked flows
of a session. This interface is also used to re-
ceive a response about the status of the request
(e.g. accepted or rejected), to receive informa-
tion about the current state of the network (e.g.
the classes of service affected in congestion sit-
uations) and to request the adjustment of net-
work service classes;
o Access interface 320: This interface is used
by the SAQUE agent to inform a mobility man-
agement protocol/ �mechanism or an access con-
troller mechanism 340 about the asleep or
awaked flows of a session in order to give sup-
port for mobility operations. This interface is also
used to trigger a protocol/�mechanism 340 in or-
der to inform the end-�host about the quality level
of his/her session or to inform the users appli-
cation about the flows of a session that must be
joined or left (e.g.

by using a standard protocol, such as the Session
Initiation Protocol (SIP, see RFC 3261));
• Adaptation mechanism 300: the session adaptation
mechanism has as input the session object and the
current network conditions (e.g. available bandwidth
for each network service class). Afterwards, the input
information is used to drop or add flows of sessions
as well as to request the adjustment of the network
service classes or the remapping or flows or ses-
sions into another class of service.

�[0045] Based on the above interfaces, the SAQUE
agent can receive several different triggers from different
mechanisms, such as from a resource controller, due to
the lack of resources during session setup or due to the
reduction of resources during congestion. The SAQUE
mechanism can also receive a trigger from another
SAQUE agent or from a QoS mapping mechanism. After
being triggered, the SAQUE mechanism starts by iden-
tifying the sessions that need to be re-�adjusted. This can
be done based on policies such as:�

• Always adjust sessions with lowest audience size
• Always adjust sessions with lowest cost
• Always adjust first video sessions and then audio

session

�[0046] The policy configuration can be done statically,
by the service provider according to its business model
or to some agreement with its neighbours, or dynamical-
ly, by an external trigger such as a neighbour SAQUE
agent.

�[0047] After the selection of a set of sessions and the
correspondent network classes, the SAQUE mechanism
adjusts the quality of such session e.g. by:�

• Requesting the remapping of some of all flows of the
session to service classes (if a mapping mechanism
available)

• Requesting the re-�adjustment of the resources of the
network class (if an allocation mechanism available)

• Reducing or increasing the session quality in the cur-
rent network class by dropping/�inserting flows.

�[0048] For the purpose of remapping the SAQUE
agent may communicate with a mapping mechanism,
such as for example with a mechanism as described in
the European Patent Application titled method and
aparatus for quality of service mapping filed in the name
of the same applicant and at the same day as the present
application. Details of such a mapping mechanism are
described in this parallel application which is incorporat-
ed herein by reference.
�[0049] An operation of an adaptation mechanism using
a plurality of adaptation agents (or SAQUE agents) will
now be described in connection with the flowchart shown
in Fig. 4.
In operation 400 a SAQUE agent (adaptation agent) re-
ceives a trigger message together with network param-
eters indicating the network usage. These parameters
may e.g. originate from a resource allocation controller
which monitors the network usage, and they may be in-
dicative about free and available resources, or they may
e.g. be indicative of a congestion in the network.
�[0050] In response the SAQUE agent in operation 410
runs a deciding mechanism to decide how to adapt to
the network parameters. This deciding mechanism may
e.g. be the mechanism 300 shown in Fig. 3.
�[0051] The result of the deciding mechanism may be
e.g. to add a flow to the session or to drop a flow from it
(operation 420). In operation 430 the SAQUE agent then
informs the resource allocation mechanism provided in
the network about the new composition of the flow so
that this mechanism may allocate or release resources
accordingly.
�[0052] In operation 440 the SAQUE agent then informs
upstream and/or downstream agents along the path of
the session about the new session composition. The thus
informed SAQUE agents may use this as a trigger mes-
sage to perform themselves an adding or dropping of the
flow of the session and to then again inform any (possibly
other) resource allocation mechanism in their domain
about the new session composition. Again the SAQUE
agent may then pass the information about the new ses-
sion composition on into upstream and/or downstream
direction, depending on its location in the session path.
In this manner the information about the added or
dropped flow is forwarded to all SAQUE agents along
the session path from the receiver to the source, and in
this manner the session is adapted throughout the net-
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work.
�[0053] According to one embodiment a SAQUE agent
receiving an information message from an upstream or
downstream agent about a new session composition
considers this to be a trigger message to run itself a ses-
sion adaptation mechanism by adding or dropping a flow,
as was done in the agent from which the message was
received.
�[0054] The deciding mechanism may, however, em-
ploy some intelligence with respect to the question
whether indeed the flow should be added or dropped in
the network nodes for which this agent is responsible.
E.g. the node for which the SAQUE agent is responsible
might be a node which is a branching node where the
session branches onto downstream direction and one of
the branches still uses the flow. In this case the SAQUE
agent may decide to keep the flow and also not to forward
any further triggering message into the upstream direc-
tion.
�[0055] According to one embodiment the deciding
mechanism does not decide to add or drop a flow, but
rather to remap one or more flows to a different service
class. In this case a quality of service mapping mecha-
nism may be informed about the decision instead of a
resource allocation mechanism.
�[0056] According to a further embodiment the deciding
mechanism does not decide to add/ �drop a flow or to rem-
ap flows but rather decides to carry out an adjustment of
network class resources. In one embodiment, the decid-
ing mechanism has three options of adapting a session,
namely resizing (add/�drop a flow), re-�mapping flows into
different service classes, and adjustment of network
class resources. The deciding mechanism may then
choose one or more of them according to the circum-
stances, and they are then executed, possibly in a pos-
sibly in a given priority or order. This leads to an embod-
iment which will now be explained in connection with the
flowchart in Fig. 5.
�[0057] The procedure starts by operation 500 trigger-
ing the session adaptation, possibly together with the se-
lection of the session among a plurality ones (510). In
operation 520 the procedure gets information about net-
work resources, and then the deciding mechanism in op-
eration 525 decides which adaptation method 530 to use.
The decision may be based on the parameters like net-
work resources, information about available resources
in different classes, and further based on some decision
scheme which uses these kind of parameters and which
may be pre-�configured. Additionally or alternatively the
way chosen to adapt the session may be based on the
request or trigger, e.g. if the trigger comes from a map-
ping mechanism the operation may then be a re-�map-
ping.
�[0058] In case of the option which was chosen being
the adding/ �dropping of flows, in operation 535 it is chosen
which flows should be added or dropped. This decision
might e.g. be based on the priority assigned to the flows.
�[0059] In operation 540 the resource allocation mech-

anism is then informed to trigger the allocation or release
of the corresponding resources. In operation 545 the up-
stream and/or downstream agents are informed about
the new session composition.
�[0060] If the deciding mechanism chooses to proceed
with the adjustment of network resources in operation
525, this has the effect that the adaptation method 530
to be executed consists in operation 550 of asking (e.g.
a corresponding controlling mechanism) for an adjust-
ment of network class resources. If this is not possible
(checkbox 555) the mechanism may proceed with the
other adaptation mechanism of re- �sizing the session by
adding/ �dropping flows (operation 535).
�[0061] If the adaptation mechanism chosen in opera-
tion 525 is a re-�mapping the mechanism proceeds with
operation 560 to select the flows to be re-�mapped and
then a mapping mechanism may in operation 565 be
asked to carry out the re- �mapping. If this is not successful
the mechanism may proceed with the adaptation by re-
sizing the session (operation 535).
�[0062] As shown in Fig. 5, one (or more) adaptation
mechanisms may be chosen, possibly in accordance with
some priority or order which allows for a backup mech-
anism if the one which was initially chosen fails.
�[0063] According to one embodiment the SAQUE
mechanism decides about which flow to add or to drop
based on the priorities assigned to the flows, e.g. when
establishing the session.
�[0064] The decision about which operation�(s) are per-
formed by a SAQUE agent in one embodiment depends
on its local configuration and/or external triggers. Fur-
thermore, in what concern the adjustment of the number
of flows of a session, the SAQUE agent’s adaptation
mechanism has two basic methods of working, namely
to drop/�sleep or add/�awake flows of multi-�user sessions,
and it further is capable of executing a decision process
to select the flows that will be put in sleeping or awake
state as follows.
�[0065] At first the operational methods to adapt the
session to the current network condition will be explained,
namely the reduction or the increase of the number of
flows of a session.
�[0066] Reduction of the number of flows of a session
This operation reduces the session quality level by drop-
ping low priority flows of a session. In this case the
SAQUE agent is triggered, for instance by an external
application protocol (through their interfaces), to reduce
the number of flows of a session (put in sleeping state)
in order adapt the session to the current network condi-
tion and to avoid upstream and/or downstream waste of
network resources by a flow or low priority flows of a
session that are/�will be dropped by an agent (e.g. inter-
acting with a resource allocation mechanism which indi-
cates to the SAQUE agent that the number of flows
should be reduced). SAQUE may in one embodiment
e.g. be triggered to reduce the number of flows of a ses-
sion by an external session/�application protocol/�mecha-
nism or by a resource allocation controller protocol/ �mech-
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anism. For instance, a QoS mapping mechanism may
trigger the SAQUE agent when the available capacity of
a network service class is not enough to assure a low
packet loss for flows of a session. Furthermore, the
SAQUE agent may in one embodiment also be config-
ured, through its interfaces, to inform the receivers about
the quality level of his/her session, or to inform the source
that there are no interested receivers in its session or in
the flows of its session, or to signal a mobility manage-
ment schema or mechanism to update its state, when
flows of a session are dropped.
�[0067] Re-�establishment (increase) of the number of
flows of a session
This operation aims to assure the full quality of the ses-
sion by adding low priority flows to a session. The SAQUE
agent is triggered to re-�establish the number of flows of
a session in order to support the maximum session qual-
ity level. The sleeping flows are awake by the SAQUE
agent when the network capability becomes available
again (e.g. due to the end of other sessions, routing
changes, or due to the mobility of receivers to an un-
congested network). The SAQUE agent may be triggered
to awake flows of a session by an external session/�ap-
plication protocol/�mechanism (e.g. receiving a signalling
message sent by an external application protocol) or by
a resource allocation controller protocol/�mechanism (e.g.
by an indication about the available bandwidth of a certain
network service class that is passed from the Resource
Controller to the SAQUE agent through the resource in-
terface 310). The SAQUE agent may also be configured
to interact with a connectivity control mechanism to re-
quest a distribution channel for each awaked flow, to
which a flow will be associated in a domain or between
domains, avoiding a discontinuity point between different
address realms. Furthermore, if during the re-�establish-
ment of flows along the session path, any flow of a ses-
sion is not supported by an agent (e.g. due unavailability
of network resources), the previous operational method
or reducing/ �dropping a flow is requested.

Decision Process:

�[0068] The decision about the request to readjust the
resources of network service classes as well as the de-
cision about which flows should be reallocated into an-
other class of service (if available) or put in sleeping or
awake state may in one embodiment be based on a set
of flexible parameters selected by static and/or dynamic
configuration. The former can be configured by the serv-
ice provider according to its business model or to some
agreement with its neighbours (e.g. in a situation of net-
work congestion, the SAQUE agent is statically config-
ured to drop flows of sessions with small audience). The
dynamic configuration can be done on- �demand by an
external protocol/ �mechanism, such as a QoS mapping
mechanism (like the one described in the already men-
tioned application "Method and Apparatus for Quality of
Service Mapping") or an application protocol (through

their interfaces), or through another SAQUE agent (e.g.
by means of a dedicated SAQUE message). In these
cases an indication is passed by an interface or by a
message to send information, for instance which flows
must be put on sleeping or awake state or reallocated to
another service class. The dynamic configuration can be
performed according to the session media type or cost
of the session described by the signalling message or
the interface request. Moreover, in a period of network
congestion, the SAQUE agent can trigger a resource al-
location controller mechanism to readjust the network
resources for a class of service in order to assure, for
instance, the full bandwidth committed for each flow of a
session.
�[0069] The SAQUE mechanism (which is implemented
by a set of SAQUE agents) allows the distribution of multi-
user session content to different receivers across heter-
ogeneous environments. Besides, the SAQUE mecha-
nism avoids the upstream or downstream waste of net-
work resources by flow�(s) sessions that are (or will be)
refused by an agent.
�[0070] Further embodiments of the SAQUE mecha-
nism will now be described.
�[0071] The SAQUE mechanism aims to adapt the qual-
ity level of multi-�user sessions to different receivers
across heterogeneous environments. Furthermore,
SAQUE aims to improve the usage of network resources,
by avoiding the upstream or downstream waste of net-
work resources and state stored by flows not supported
in an agent. �
In one embodiment the information about the current net-
work resources capability for a service class in a domain
or between domains is supported by a resource alloca-
tion controller protocol or mechanism. For example in
congestion situations, the SAQUE agent is triggered to
adapt sessions to the current network conditions, for in-
stance by putting into a sleeping state flow�(s) of session
(s) mapped to a network class or requesting the reallo-
cation of flow into another service class. When the net-
work resources are available again the SAQUE agent is
activated to readjust the quality level of the session, for
instance by awakening flows that were previously put in
the sleeping state. The SAQUE in one embodiment may
also be configured to activate an external QoS mapping
mechanism as a way to reallocate the flows of sessions
into another network service class in order to avoid the
flows blocking. Furthermore, when a flow is put into a
sleeping mode or awakened, the SAQUE agent triggers
a session or application signalling protocol or mechanism
to adjust the quality level of sessions by signalling the
upstream and/or downstream agents as a way to remove
or re- �establish the number of flows of a session. This
functionality may e.g. be supported by the SAQUE
agents using dedicated SAQUE messages, or the sig-
nalling may be done using an application protocol. For
instance the SAQUE messages can be included in the
message set of any session control protocol that oper-
ates between edge routers. The decision about which
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flow�(s) should be put asleep or awaked as well the inter-
action with a QoS mapping scheme to reallocate flows
into another service class or resource allocation control-
ler mechanism to readjust the network resources for a
class respectively can be based on a set of flexible pa-
rameters configured statically or dynamically. For in-
stance, the decision may be based on the session object
transported by the signalling messages, the cost of each
session or flow and/or the population size of each flow
or type of session.
�[0072] The SAQUE agents can be stateful or stateless,
where in the latter an external session or application pro-
tocol or mechanism should maintain per-�session and per-
flow state about the current sessions in a domain or be-
tween domains to which a SAQUE agent is associated.
In one embodiment the state needed to perform the ses-
sion adaptation includes information about the IP ad-
dress of the upstream and/or downstream SAQUE agent,
the number of branch points for the session, the impor-
tance (or priority), bit rate, network service class and op-
erational status of each flow (the information about the
dropped flow�(s), including the operation status, can be
kept by all agents or by an external mechanisms to which
the agents are associated along the session path, or only
by the first agent (or mechanism) that dropped the flow
from the data plane). Furthermore, in order to improve
the session adaptation performed by the SAQUE agent,
according to one embodiment the state which is stored
can be enhanced, for instance, by including extra infor-
mation about the audience size and cost of each session
or flows. Thus, when the SAQUE agent is activated, it
executes its operations according to the state maintained
by an external session/�application protocol/�mechanism
or a SAQUE agent or information described in the sig-
nalling messages. In addition, the communication be-
tween SAQUE agents can be based on SAQUE mes-
sages or signalling messages of an external session/ �ap-
plication protocol/�mechanism. The signalling messages
can inform to the upstream and/or downstream SAQUE
agent about the flows that must be put in the sleeping
state or in the awakened state as well as the flows real-
located to another class of service (information described
in the session object).
�[0073] In the following explanation the SAQUE mech-
anism according to one embodiment will be described in
somewhat more detail. This embodiment focuses on the
explanation of adding/�dropping flows of a session. Ac-
cording to one embodiment, however, the SAQUE
agent’s functionality comprises also to request the real-
location of flows into another service class or to ask the
adjustment of network resources for a class. This may
be executed by an additional proper signalling between
the SAQUE agent and a resource allocation mechanism
and a quality of service mapping mechanism through the
respective interfaces.
�[0074] In the following embodiment it is assumed that
an external session/�application protocol or mechanism
is responsible for maintaining per-�session and per-�flow

state (including the operational status of the flows along
the session path), which is used by the SAQUE mecha-
nism (the SAQUE agents). There are a plurality of
SAQUE agents as shown e.g. in Fig. 2 along the path
from the source to the receiver, like the network agents
from the source to receiver R2 which all include a SAQUE
agent. In this embodiment the interoperability between
SAQUE agents is performed by the use of signalling mes-
sages of this external session/�application protocol or
mechanism. Depending on the location of a SAQUE
agent along the session path and depending on the mo-
ment that it is triggered, the SAQUE agents’s behaviour
can be as follows:
�[0075] At first the operation of the reduction of the
number of flows of a session will be explained for different
locations i) to iii) of the SAQUE agent and for different
times of the operation being requested. �

i) Location of the SAQUE agent: The agent respon-
sible to control the session adaptation at the access
point of the session

■ During session setup: When the SAQUE
agent is triggered by an external session/�appli-
cation protocol/ �mechanism (which means that
no network resources were reserved by the cur-
rent agent for the flow�(s)), it selects the flow�(s)
of the session that must be dropped (e.g. based
on the current bandwidth capability and flows
priority provided by the session object), the
SAQUE agent triggers the external session/�ap-
plication protocol/�mechanism to update its state
about the asleep flow�(s) of the session (put in
sleeping state) and to signal the upstream
agents in order to remove state about the re-
ferred flows (to put them into sleeping mode),
for instance, by sending a signalling message.
■ After session setup: the SAQUE agent can be
triggered by an external session/�application pro-
tocol/ �mechanism, for instance by receiving a
signalling message informing the flows that
must be put in the sleeping state (e.g. this situ-
ation occurs after receiving information about
the flows asleep from upstream agents). More-
over, the SAQUE agent can be activated by a
resource allocation controller protocol/�mecha-
nism reporting an unavailability of network re-
sources for a service class (e.g. due to conges-
tion situations). In the latter situation, the
SAQUE agent verifies which flows should be put
on the sleeping state (e.g. based on its local ad-
aptation decisions, for instance, drops flows with
small audiences). In both cases, the SAQUE
agent triggers the resource allocation controller
protocol/ �mechanism to remove state for the
asleep flows, and signals the connectivity con-
trol protocol/�mechanism, responsible for main-
taining the connectivity between domains with
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different transport technologies, to delete its
state about the flows. The SAQUE agent may
also trigger a mobility management protocol/
mechanism to update its state about the number
of flows of a session. Moreover, the interaction
with the session/ �application occurs in the same
way as explained before.

ii) Location of the SAQUE agent: An agent that has
a multicast or unicast branch point for the session

■ During the session setup: When the SAQUE
agent is triggered by an external session/�appli-
cation protocol/�mechanism informing the flows
that must be put in the sleeping state (e.g. re-
ceiving the session object), the SAQUE agent
verifies the flow�(s) of sessions that must be
dropped and informs the requester to update its
state with information about the asleep flow�(s)
towards a downstream SAQUE agent;
■ After session setup: When the SAQUE agent
is triggered by a session/ �application or resource
allocation controller protocol/�mechanism, it
checks which flows should be put in the sleeping
state towards a downstream agent. After that,
the SAQUE agent triggers the resource alloca-
tion controller protocol/ �mechanism to remove
downstream state for the asleep flows of a ses-
sion in the domain or between domains, signals
the connectivity control protocol/�mechanism to
release the flows towards a downstream agent,
and triggers a session/�application protocol/
mechanism to update its state and informs that
it is not needed to send upstream signalling mes-
sage, because the flows are being used by other
receivers (if this is the case, in other words if the
flow is still used in another branch in down-
stream direction). If SAQUE is triggered by a
resource allocation controller protocol/�mecha-
nism, it also triggers the session/�application pro-
tocol/ �mechanism for signalling downstream
agents to update state about the asleep flows.

iii) Location of the SAQUE agent: An agent without
a branch point for the session and which is in the
path between the access-�agent and the agent that
has a branch point for the session. �

■ During the session setup: When the SAQUE
agent is triggered by an external session/�appli-
cation protocol/�mechanism and receives the in-
formation about flow �(s) being refused by the cur-
rent agent, the SAQUE agent signals the exter-
nal session/�application protocol/�mechanism to
update its state with information about the
asleep flow�(s) of the session and to signal the
previous upstream agents in order to remove
state about the flow�(s) put in the sleeping state

by the current agent.
■ After session setup: When the SAQUE agent
is triggered by a session/�application (e.g. by re-
ceiving an upstream or downstream signalling
message) or resource allocation controller pro-
tocol/�mechanism, it checks which flows should
be put in the sleeping state. After that, the
SAQUE agent triggers the resource allocation
controller protocol/�mechanism to remove state
for the asleep flows, and signals the connectivity
control protocol/�mechanism to delete its state
about the flows. Finally, the SAQUE agent trig-
gers the session/�application protocol/�mecha-
nism to update its state about the dropped flows
and to send a signalling message towards a
downstream and/or upstream agent to update
state about the asleep flows of the session.

�[0076] Now the operation of the re-�establishment of
the number of flows of a session will be described for
different locations i) to iii) of a SAQUE agent.�

i) Location of the SAQUE agent: an agent responsi-
ble to control the session adaptation at the access
point of the session

■ The SAQUE agent may be triggered by an
external session/�application protocol/�mecha-
nism (e.g. upon receiving a signalling message
with information about the flows awaked by up-
stream SAQUE agents) or a resource allocation
controller protocol/�mechanism (e.g. upon re-
ceiving indication about that a network service
class being available again) to adjust the ses-
sion by adding flows of a session or sessions.
After that, it signals the connectivity control pro-
tocol/�mechanism to control distribution chan-
nels for each flow and triggers the resource al-
location controller protocol/ �mechanism asking
for network resources for the awaked flow�(s) of
a session (e.g. reserve network resources on
the wireless link). Moreover, the SAQUE agent
triggers the session/ �application protocol/ �mech-
anism to update state about the session as well
as the mobility management protocol/�mecha-
nism to update its state about the number of
flows of a session. The SAQUE agent may also
be configured to trigger a protocol/�mechanism
to inform the receivers’ application, for instance,
about the awaked flows to be joined or the actual
quality level of the session. Furthermore, the
SAQUE agent may interact with a session/ �ap-
plication protocol/�mechanism to request re-
sources for the awaked flows to the upstream
agents (if this agent put the flows in sleeping
state during the session setup).

ii) Location of the SAQUE agent: an agent that has

19 20 



EP 1 892 894 A1

12

5

10

15

20

25

30

35

40

45

50

55

a multicast or unicast branch point for the session

■ The SAQUE agent may be triggered by an
external session/�application protocol/�mecha-
nism or a resource allocation controller protocol/
mechanism to readjust the number of flow�(s) of
session �(s), for instance upon receiving indica-
tion that there are available resources for net-
work class�(es). Based on this information, the
SAQUE agent verifies which flows should be put
in the awake state and requests distribution
channels for each flow. After that, the SAQUE
agent requests to the resource allocation con-
troller protocol/�mechanism the network resourc-
es for the flow�(s). Finally, the SAQUE agent trig-
gers the session/ �application to add state to the
flows that are awake (e.g. adding a new branch
point for the session) and to signal downstream
agents to allocate network resources for the flow
(s) a session.

iii) Location of the SAQUE agent: an agent without
a branch point for the session and which is in the
path between the access-�agent and the agent that
has a branch point for the session. �

■ The SAQUE agent may be triggered by a ses-
sion/ �application (e.g. upon receiving a down-
stream or upstream signalling message) or a re-
source allocation controller protocol/�mecha-
nism. Then, it checks which flows should be put
in the awake state. After that, the SAQUE agent
interacts with the connectivity control protocol/
mechanism asking for distribution channel �(s) for
the flow�(s) of a session and triggers the resource
allocation protocol/ �mechanism to request net-
work resources for each flow. Furthermore, the
SAQUE agent triggers the session/�application
protocol/ �mechanism to update its state and to
signal downstream and/or upstream agents as
a way to request resources along the session
path.

�[0077] Figure 6 schematically illustrates an example
of the SAQUE mechanism to perform session adaptation
by dropping flows of a session in a generic scenario com-
posed of three domains, where two receivers (R1 and
R2) are interested in all flows of a session (S1) composed
of three flows. Each flow of S1 is defined, by the source,
according to its importance, such as e. g. in case of a
MPEG- �4 multi-�flow session. In this embodiment the fol-
lowing mechanisms are provided:�

• A session control mechanism that keeps per-�session
and per-�flow state (including the operational status
of the flows along the session path). Moreover, the
interoperability between SAQUE agents is done by
using the signalling messages supported by this

mechanism;
• A QoS mapping mechanism that is responsible to

request a SAQUE agent during the session setup
and to furnish the session object;

• A connectivity control mechanism responsible to
control the connectivity between domains with dif-
ferent address realms;

• A resource allocation controller mechanism, which
maintains information about the network service
classes, including their current bandwidth capacity,
in a domain and between domains. Furthermore, this
mechanism is responsible to request a SAQUE
agent when the bandwidth capacity of the services
class is available again;

• The existence of a mobility management mecha-
nism.

�[0078] The above mechanisms are provided by suita-
ble network implementations or entities in the network,
and the SAQUE mechanism which is implemented by
the SAQUE agents can communicate and interact with
these mechanisms through the interfaces which were al-
ready described in connection with Fig. 3.
�[0079] In the example shown in Figure 6, the SAQUE
agent is triggered e.g. by the QoS mapping mechanism
in network node E during session setup, e.g. because
there are no available network resources to accommo-
date all flows of S1 into the selected class of service.
Based on the local configuration and information about
the session object provided by the requester, including
the available network resources in Domain D3, the
SAQUE agent (which in this embodiment is a module of
network node E) runs its adaptation mechanism and de-
cides to drop the less priority flows, namely Flow 3 (F3),
of S1 and triggers the session control mechanism to up-
date the operation status of F3 (put in sleeping state) and
to send a signalling message to the upstream SAQUE
agent (shown by an arrow in Fig. 3) in order to remove
state from the data plane about the dropped flow, thereby
avoiding the upstream waste of network resources.
�[0080] Upon receiving the signalling message, the
SAQUE agent is triggered in network node C which com-
prises as a module a SAQUE agent. The SAQUE agent
of node C interacts with the resource allocation controller
mechanism to release network resources for F3 and sig-
nals the connectivity control scheme to update its state
about the downstream dropped flow. Finally, the SAQUE
agent interacts with the session control mechanism to
change the operation status of F3 and since this agent
has another branch point for session S1, the SAQUE
agent provides the information that it is not needed to
send an upstream signalling message (because in an-
other downstream branch path F3 is still needed).
�[0081] Figure 7 schematically illustrates an example
of the SAQUE mechanism to perform session adaptation
by adding flows of a session in a generic scenario com-
posed of three domains, where two receivers are inter-
ested in all flows of a session (S1). The embodiment
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shown in Figure 7 shows the SAQUE mechanism oper-
ations to improve the quality level of S1, by awaking flow
F3 when the network resources are available again. In
this embodiment the SAQUE mechanism implemented
in node E is triggered by the resource allocation controller
mechanism (not explicitly shown). Network node E which
comprises a module acting as SAQUE agent, is informed
by the resource allocation controller mechanism that the
bandwidth capacity for the class X (generic service class
to which S1 was mapped) between the agents E and F
is available again. After that, the SAQUE agent imple-
mented in node E checks the state stored by the session
control mechanism that is associated with network node
E and verifies that F3 of S1 is sleeping. Then, based on
its local configuration (possibly by referring to its adap-
tation mechanism) the SAQUE agent decides to awake
F3 and triggers the connectivity control and the resource
allocation controller mechanism to allocate a distribution
channel and network resources to F3 in class X respec-
tively. When these tasks are concluded, the latter triggers
the SAQUE agent of node E to inform it about the status
of the operation (accepted or rejected) and the former
informs the SAQUE agent about the distribution channel
identifier allocated for the flow between domains D2 and
D3. Based on this information, the SAQUE agent inter-
acts with the session control schema as a way to update
state for F3. After that, the SAQUE agent uses the sig-
nalling messages of the session control mechanism to
awake F3 in network nodes C and F.
�[0082] In nodes C and F, the interaction between the
SAQUE agents implemented in these nodes, the session
control, the connectivity control and the resource alloca-
tion controller mechanisms occurs in the same way as
explained before. However, node C does not trigger the
session control mechanism to send an upstream signal-
ling message, because the F3 is already active in the
upstream path, since node C is a branch point for that
session. As for node F, since the node F is an access
node, the SAQUE agent may trigger the mobility man-
agement to activate its state for F3 and SIP may be trig-
gered to inform the receiver application about the distri-
bution channel used for F3 in the multicast domain D3
(when needed). This way, the application can join the
correct multicast channel by using the Internet Group
Management Protocol (IGMPv3, see RFC 3376) or Mul-
ticast Listener Discovery Protocol (MLDv2, see RFC
3810).
�[0083] In the foregoing embodiments the SAQUE
agents have been implemented as modules of the re-
spective network nodes. However, the SAQUE mecha-
nism may operate in the same manner if the SAQUE
agents are distinct entities separate from the network
nodes through which a session passes, like e.g. shown
in domain D1 of Figures 6 and 7. In such a case a SAQUE
agent may be responsible for a plurality of network nodes
and may accordingly drop or add flows to the sessions
and from the sessions it is responsible for. The signalling
between the SAQUE agents may be carried out in the

same manner as described, by using a session/�applica-
tion protocol or mechanism, or by using dedicated mes-
sages between the SAQUE agents.
�[0084] It will be understood by the skilled person that
the embodiments described hereinbefore may be imple-
mented by hardware, by software, or by a combination
of software and hardware. The modules and functions
described in connection with embodiments of the inven-
tion may be as a whole or in part implemented by micro-
processors or computers which are suitably programmed
such as to act in accordance with the methods explained
in connection with embodiments of the invention. An ap-
paratus implementing an embodiment of the invention
may e.g. comprise a node or element in a network which
is suitably programmed such that it is able to carry out a
session adaptation as described in the embodiments of
the invention.
�[0085] According to an embodiment of the invention
there is provided a computer program, either stored in a
data carrier or in some other way embodied by some
physical means such as a recording medium or a trans-
mission link which when being executed on a computer
enables the computer to operate in accordance with the
embodiments of the invention described hereinbefore.
�[0086] Embodiments of the invention may be imple-
mented e.g. by nodes in a network or any entities in a
network which are programmed to operate in accordance
with the session adaptation mapping mechanisms as de-
scribed before.

Claims

1. A method for adapting a session between a source
and a receiver through a network, whereas the ses-
sion originating from a source is composed of a plu-
rality of flows which together form the session,
whereas the receiver may receive all or a subset of
the flows of the session, whereas said session pass-
es through a plurality of network nodes from said
source to said receiver, whereas a plurality of adap-
tation agents are provided in said network, each ad-
aptation agent being capable of running an adapta-
tion mechanism by adding a flow to or dropping a
flow from said session, each adaptation agent being
responsible for one or more network nodes along
the path from the source to said receiver, said meth-
od comprising: �

receiving by one of said adaptation agents net-
work parameters indicating the network usage;
running a deciding mechanism to decide by said
adaptation agent how to adapt said session to
said network usage;
add or drop one or more flows to or from said
session;
inform a resource allocation mechanism provid-
ed in said network to allocate or release network

23 24 



EP 1 892 894 A1

14

5

10

15

20

25

30

35

40

45

50

55

resources in accordance with said added or
dropped flow;
inform upstream and/or downstream adaptation
agents about the new session composition.

2. The method of claim 1, wherein
instead of or in addition to said adding or dropping
of flows said deciding mechanism decides to reallo-
cate one or more flows of said session to a different
service class than the present one; and
instead of said resource allocation mechanism a
quality of service mapping mechanism is informed
about the decision of said deciding mechanism.

3. The method of claim 1 or 2, wherein
instead of or in addition to said adding or dropping
of flows said deciding mechanism decides to request
said resource allocation mechanism to readjust re-
sources for a class of service.

4. The method of one of claims 1 to 3, wherein
each flow has assigned to it a priority, and said de-
ciding mechanism decides on said adding or drop-
ping of flows based on said priority of said flows.

5. The method of one of the preceding claims, wherein
said network usage information contains information
about whether sufficient network resources are
available or not, and
if the network resources are not sufficient the decid-
ing mechanism decides to drop one or more flows,
and
if the network resources are sufficient, it is decided
to add one or more flows.

6. The method of one of the preceding claims, compris-
ing:�

maintaining state of the flows of said session to
indicate whether they are awake or asleep; and
whereas
adding a flow to session corresponds to putting
it into an awake state, and
dropping a flow to session corresponds to
putting it into an sleeping state;
each of said states being reversible.

7. The method of one of the preceding claims, wherein
there are a plurality of sessions, and said deciding
mechanism comprises selecting one or more of the
sessions to be adapted among said plurality of ses-
sions, whereas said selection is based on one or
more of the following criteria:�

selecting the sessions with the lowest audience
size for adaptation;
selecting the sessions with the lowest cost for
adaptation;

selecting preferably video sessions over audio
sessions for adaptation.

8. The method of one of the preceding claims, wherein
an adaptation agent receiving information from an-
other adaptation agent about a new session compo-
sition decides based on the location of said adapta-
tion agent in the path of said session from said re-
ceiver to said source and based on whether said
adaptation agent has a branch point for said session
as to whether it adds or drops said flow and as to
whether this information is to be forwarded further
upstream or downstream.

9. An agent for adapting a session between a source
and a receiver through a network, whereas the ses-
sion originating from a source is composed of a plu-
rality of flows which together form the session,
whereas said session passes through a plurality of
network nodes from said source to said receiver, said
adaptation agent being one of a plurality of adapta-
tion agents which are provided in said network, each
adaptation agent being capable of running an adap-
tation mechanism by adding a flow to or dropping a
flow from said session, each adaptation agent being
responsible for one or more network nodes along
the path from the source to said receiver, said ad-
aptation agent comprising:�

an interface for receiving network parameters
indicating the network usage;
a deciding module to decide how to adapt said
session to said network usage;
an add/ �drop module for adding or dropping one
or more flows to or from said session;
an resource information module for informing a
resource allocation mechanism provided in said
network to allocate or release network resourc-
es in accordance with said added or dropped
flow;
an upstream/�downstream information module
for informing upstream and/or downstream ad-
aptation agents about the new session compo-
sition

10. The agent of claim 9, wherein
instead of or in addition to said adding or dropping
of flows said deciding module decides to reallocate
one or more flows of said session to a different serv-
ice class than the present one; and
instead of said resource allocation mechanism a
quality of service mapping mechanism is informed
about the decision of said deciding mechanism.

11. The agent of claim 9 or 10, wherein
instead of or in addition to said adding or dropping
of flows said deciding module decides to request said
resource allocation mechanism to readjust resourc-
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es for a class of service.

12. The agent of one of claims 9 to 11, wherein
each flow has assigned to it a priority, and said de-
ciding mechanism decides on said adding or drop-
ping of flows based on said priority of said flows.

13. The agent of one of claims 9 to 12, wherein
said network usage information contains information
about whether sufficient network resources are
available or not, and
if the network resources are not sufficient the decid-
ing module decides to drop one or more flows, and
if the network resources are sufficient, it is decided
to add one or more flows.

14. The agent of one of claims 9 to 13, comprising:�

a maintaining module for maintaining state of
the flows of said session to indicate whether they
are awake or asleep; and whereas
adding a flow to session corresponds to putting
it into an awake state, and
dropping a flow to session corresponds to
putting it into an sleeping state;
each of said states being reversible.

15. The agent of one of claims 9 to 14, wherein there
are a plurality of sessions, and said deciding module
carried out a selection one or more of the sessions
to be adapted among said plurality of sessions,
whereas said selection is based on one or more of
the following criteria: �

selecting the sessions with the lowest audience
size for adaptation;
selecting the sessions with the lowest cost for
adaptation;
selecting perferably video sessions over audio
sessions for adaptation.

16. The agent of one of the preceding claims, wherein
said deceiding module decides based on the location
of said adaptation agent in the path of said session
from said receiver to said source and based on
whether said adaptation agent has a branch point
for said session as to whether it adds or drops said
flow and as to whether this information is to be for-
warded further upstream or downstream if the adap-
tation agent received information about the new ses-
sion composition from another adaptation agent.

17. A computer program comprising computer executa-
ble code for enabling a computer to carry out a meth-
od according to one of claims 1 to 8.
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