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Abstract. Quality of Service is one of the major research topics in computer
communications, not at last reflected by the immense number of work published
by today. In fact, continuous innovation is shaping this versatile subject in many
aspects and it’s nearly impossible to keep track for an individual. For this reason,
this paper provides a tutorial-style and comprehensive Internet QoS state-of-the-
art about current practices, what are advantages and what yet calls for further
research. In order to do so, we present current QoS architectures for Next Gener-
ation Networks, explain what are the challenges along with wireless access tech-
nologies and introduce latest advances in QoS signalling. Another section rises
fundamental questions about QoS routing and new directions in QoS assessment
for multimedia services are discussed in a following one. Finally, the paper aims
to rise awareness about the ongoing Net Neutrality discussion in the U.S., which
is widely unknown beyond the U.S. but bears the potential of dramatically influ-
encing the future of a QoS featuring Internet.

1 Introduction

Only a few subjects ever in the history of computer communications have brought in such contro-
versy like the Quality of Service (QoS) issue in the Internet. What actually divides the No-QoS
lobby from its counterpart is swiftly written down; persistent technological advance in switching
capacity over demand by real-time services. Indeed, recent advances in Ethernet transmission rate
surmounted the 100 Gbps barrier and prompted the IEEE standardisation body to create the IEEE
802.3 Higher Speed Study Group [1]. This in turn can safely be understood as the advent of this
technology in a conceivable time frame especially as a first standard is expected already in 2010.
Whether this paves the way for the replacement of Synchronous Optical Networking (SONET) in
Next Generation Network (NGN) infrastructure [2], or not [3], is another matter but the mere per-
spective of another high-speed technology certainly fosters the confidence of Content Providers
(CP) like IPTV broadcast stations and Video-on-Demand (VoD) providers.

Indeed, belief in solving any network inherent quality impairment by pure resource over pro-
visioning has strengthened so much, that G. Bachula, the Vice President of the Internet2 project,
has recently stated under what is termed Net Neutrality, that there must be no QoS mechanism



deployed to secure the evolution of the Internet as barrier-free communication platform [4]. This
considerable statement represents the conclusion of a 3-year QoS deployment study carried out
by the Internet2 QoS Working Group [5].

Among other arguments, G. Bachula supports this conviction by global broadband penetra-
tion policy. For example, Europe’s declared target is at least 95% broadband territorial coverage
by 2008 [6]. However, alongside pure broadband provisioning, Europe’s policy also embraces the
advancement of a QoS featuring Internet implemented by founding ambitious research projects
like GEANT2, EuQoS, NetQoS or OpenNet. Reason is, that over provisioning is deemed to be
as myopic as Bill Gates’ ”640k ought to be enough for anybody” vision in 1981. Just as cellular
telephones increase the total number of calls including the Public Switched Telephone Network
(PSTN), broadband Internet access will sooner or later entail new, ever more data-rate greedy
services until demand catches-up with technology, and if only when the latter is pushed to its
physical limits.

In fact, there are ample arguments in support of a QoS featuring Internet. This is, not at last,
reflected in the versatile advances published in the past as well as those currently in progress by
research, development, standardisation bodies and even regulators. Exactly the dynamics in this
area is what motivates us to publish this paper, in which we aim to provide a tutorial-style state-of-
the- art completed with recent trends in this area of research. In order to do so, Sec.2 is about NGN
QoS architectures. It is complemented by Sec. 3, which elucidates challenges incurred by wireless
access for NGNs. Latest advances in QoS signalling are presented in Sec. 4 and thereafter, Sec. 5
highlights issues and implications in QoS intra and inter-domain routing. In Sec. 6, the authors
provide evidence why research has to look beyond the traditional QoS definition. Finally, Sec. 7
presents a somewhat related issue, headed ”Net Neutrality”, and closes the paper.

2 QoS Architectures for New Generation Networks

Back to the 90s the major weakness of Internet Protocol (IP) networks was that they did not
provide QoS guarantees. Indeed, only the Best Effort (BE) service was supported, so that inad-
equate performance was frequently obtained by emerged delay and loss sensitive applications.
Providing performance guarantees in the Internet is still a challenging task. First studies propos-
ing QoS frameworks for IP networks started to appear in the beginning of 90s within Internet
Engineering Task Force (IETF). To support QoS in IP networks, IETF proposed two frameworks.
These are Integrated Services (IntServ, [7]), based on connection-oriented resource reservation
principle and Differentiated Services (DiffServ, [8]), based on service differentiation approach.
IntServ provides deterministic QoS guarantees and requires a signalling protocol in order to in-
form network elements about the required reservation. In order to distinguish between flows with
different QoS requirements DiffServ defines packet marking procedures. It provides relative QoS
guarantees to aggregated traffic flows and uses Service Level Agreement (SLA) based connection
admission control (CAC) algorithms.

According to IntServ, before data is transmitted, applications set up a path and reserve re-
sources in terms of the link rate share and buffer space. For these purposes a signalling protocol
is required. For example, RSVP is a protocol proposed for IntServ [9, 10]. IntServ framework
defines two service classes in addition BE service: guaranteed service [11] and controlled-load
service [12]. Guaranteed service is targeted on applications that require strict end-to-end delay
guarantees. Controlled-load service is an improvement for currently available BE service. It guar-
antees that the traffic of this service ’will see the network in unloaded condition’ [12]. In other
words, strict guarantees are provided by guaranteed service and relative guarantees by controlled-
load service.



To provide service differentiation capabilities, DiffServ defines the structure and meaning of
the Type of Service (ToS) byte in the header of IP packets. Within the DiffServ framework this
byte is called Differentiated Services (DS) field. Its value is called DiffServ codepoint (DSCP).
Based on this field, DiffServ specification defines a number of packet forwarding treatments
in to be implemented in routers. They are called Per Hop Behaviours (PHB). By marking IP
packets differently and treating packets in routers appropriately, a number of service classes can
be established. Hence, DiffServ is a relative priority scheme.

The IETF DiffServ working group has standardised two PHB groups. Assured Forwarding
PHB (AF PHB, [13] is designed for applications that require relative QoS guarantees. There are
four classes of PHB identification codes within the AF PHB group. Within each class there are
three distinct DSCPs that are used to distinguish services with different packet drop precedence.
The other PHB, Expedited Forwarding PHB (EF PHB, [14]) is targeted on applications that re-
quire strict guarantees on end-to-end delay and must not suffer from packet losses. Note that
DiffServ only defines DS fields and PHBs but it is up to manufacturers how to implement PHBs
in routers and to network operators which services to provide.

Although Multiprotocol Label Switching (MPLS) is not considered as a QoS framework for
IP networks, it provides a number of advantageous features to network operators. According to
MPLS, data are transmitted along the so-called Label Switched Paths (LSP). These paths can
be explicitly chosen by network operators [15]. This feature enables effective traffic engineer-
ing capabilities [16] compared to classic approaches which use Interior Gateway Protocol (IGP)
metrics. LSPs are computed in traffic engineering databases (TED, [16]) in ingress routers using
Constrained Shortest Path First (CSPF) algorithm. TEDs are filled by IGP advertisements. For
this reason IGP protocols were extended to support advanced link metrics such as available band-
width on a link [17,18]. Label switched paths are established using either RSVP modification [19]
or specifically developed Label Distribution Protocol (LDP, [20]).

Modern QoS-aware networks such as DiffServ, MPLS or DiffServ/MPLS are specifically
designed to be flexible enough to reallocate network resources in the best possible way, such
that the required performance is provided using minimum amount of resources. Using service
differentiation principle, DiffServ provides tight performance bounds to traffic aggregates but
requires all packets to follow the same path in a DiffServ domain. This requirement contradicts
the hop-by-hop forwarding philosophy of IP protocol. MPLS complements DiffServ providing
mechanisms to choose and reserve resources on the best available path for a given traffic [21].

Traffic aggregates in DiffServ, MPLS and joint MPLS/DiffServ networks are still described
statically using the token bucket mechanism. Neither classic MPLS bandwidth constraint model
nor specific models proposed for DiffServ/MPLS provide dynamic resource description. Un-
fortunately, neither DiffServ nor MPLS provide standardised methods to automatically describe
arriving traffic and dynamically reallocate resources.

Provision of QoS is still a challenging task even in fixed IP networks. Currently, one of the
major challenges is to add IP QoS in the reservation mechanisms of wireless network technolo-
gies, see Sec. 3, and to propose a consistent end-to-end QoS assurance model for All-IP wireless
networks. Since the interworking between wireless networks and the public Internet is one of the
most critical aspects in this architecture, QoS provisioning should be based on those frameworks
available for IP-based fixed networks.

Finally, generally all QoS technologies that aim on providing guarantees end-to-end, imply
that all routers support the chosen architecture. Nowadays, this requirement is not absolutely
mandatory, especially for the backbone of Internet networks, where overprovisioning provides a
feasible way to guarantee traffic performance [22]. However, access networks, where bandwidth
is a scarce resource still require a certain QoS framework to be implemented [23, 24].

Nowadays the common practice for Internet Service Providers (ISP) is to offer two services
only: guaranteed and BE. Depending on the SLA between the customer and the provider, per-



formance guarantees (with respect to some metrics) are provided for guaranteed service. No
guarantees are provided for best effort service. Guaranteed service is mainly used by real-time
applications such as voice over IP (VoIP) that require strict QoS guarantees. All other applications
use best effort service.

3 QoS Issues in Wireless New Generation Networks

The Radio Access Network (RAN) is one of the weakest points in the NGN framework, NGNs
are supposed to be equipped with numerous RANs and therefore the wireless interface becomes a
critical point for end-to-end smooth IP networking [25]. Since wireless channels exhibit unstable
behaviour due to a number of factors such as multipath fading and shadowing, mainly induced by
mobility, recent works of NGN standardisation bodies focus mainly at layers below IP - the main
efforts are on improving of wireless channel characteristics and hence carried out on Physical
(PHY) and Medium Access Control (MAC) layers.

Being different from wired networks, wireless networks suffer from time-varying and non-
stationary channels. This quality variation of the channel is typically expressed by either the
variation of the Signal-to-Noise Ratio (SNR) or the Bit Error Rate (BER). These variations in
turn result in time-varying, instantaneous transmission bandwidth at higher layers, which leads to
unpredictable delay of packets at application layer, especially when Automatic Repeat Request
(ARQ) mechanisms are deployed. Since buffer size at MAC layer is finite, such varying service
rate can induce buffer overflow due to a bit rate mismatch between packet arrival rate and channel
service, resulting in very poor, uncontrollable QoS.

After this general problem statement, the sequel of this section presents more detailed insight
in what has been achieved to provide QoS for such IP-oriented wireless technologies, especially
focusing on the IEEE standard families 802.11 and 802.16.

The IEEE 802.11 [26] specifications are wireless standards for implementation of Wireless
Local Area Network (WLAN) of relatively short range offering high speed access to the Inter-
net with restricted mobility in hotspot areas. The IEEE 802.11 standards specify an air interface
between wireless clients and Access Points (AP), as well as among wireless clients only. It ad-
dresses both the PHY and MAC layers and is also targeted on resolving compatibility issues
between manufacturers of WLAN equipment.

QoS in IEEE wireless networks is usually managed at the MAC layer. The original IEEE
802.11 standard was not addressing QoS issues, but a redundant priority scheme with different
interframe spacing was developed to support flows with different priorities. However, all data
frames in that standard still have the same priority. Further, the IEEE 802.11 Working Group has
been working on QoS enhancements mostly to support differential data frames treatment, eventu-
ally bringing the MAC on par with enhancements from Ethernet technology like IEEE802.1q and
IEEE 802.1d. This activity resulted in IEEE 802.11e standard [27], which introduces the new Hy-
brid Coordination Function (HCF) protocol that concurrently uses a contention-based Enhanced
Distributed Coordination Access (EDCA), and a polling-based HCF Controlled Channel Access
(HCCA) in oder to provide channel access differentiation and hence, QoS to individual flows.

The EDCA is an extension of the Distributed Coordination Function (DCF), the classical
contention-based mode of IEEE 802.11. It is designed such that non-QoS-enabled stations can
coexist with QoS-enabled station within the same access point. The EDCA introduces a notion
of Access Category (AC) distinguishing four traffic priorities, and operates using traffic AC-
dependent interframe spacing together with an initial collision window. A dedicated queue is
allocated per each AC, and a so-called Virtual Collision Handler assures collision avoidance
without actual access to the medium is defined within an AP. On top of that, IEEE 802.11e defines
a priority value called Traffic Category Identification (TCID). TCID defines eight priorities based



on IEEE 802.1d bridge specification [28]. It also enables to identify traffic flows, using a so-called
Traffic Stream ID, in oder to support per-flow resource reservation. Each station is responsible
for setting up of such traffic flows and to request resource reservation for them, for example using
NSIS [29].

The HCCA, in turn, is a polling-based mode where medium access is controlled by the AP.
To implement this, a new concept named Controlled Access Phase (CAP) has been developed.
The AP is able to interrupt the contention operation by issuing a CAP polling message at any
point in time, given it finds the medium idle for a Priority InterFrame Space (PIFS) period that
is smaller than the EDCA interframe spaces, InterFrame Space (DIFS) and Arbitrary InterFrame
Space (AIFS), thus granting a polling message with highest priority. It should be outlined that
IEEE 802.11e does not explicitly specify the CAP generation discipline but leaves this issue
open for research and development. To upper limit the duration a station can transmit (occupy the
medium), a new concept called Transmission Opportunity (TXOP) has been introduced. Indeed,
a station either in contention or polling operational mode could transmit data for too long time
making the medium busy for other stations. That is why TXOP is bounded by a value TXOPLimit
defined either by AC settings for EDCA or by AP in case of HCCA. In HCCA mode, when
transmission from/to AP is coordinated by a single entity within APs, a scheduler at PHY layer
has to be implemented. IEEE 802.11e does not explicitly specify such scheduling mechanisms,
but intentionally leaves it open for innovation by research.

802.11e uses QoS nomenclature similar to the DiffServ framework presented above. This is
in fact very important since from end-to-end point of view, it is highly desirable that a packet
of a certain priority would be properly handled within both, wired and wireless domains. There-
fore, to assure QoS in NGN frameworks where IEEE 802.11e technology is employed, AC and
DSCP require a unique mapping; one should account that there are four ACs defined while DSCP
benefits from up to 64 priority classes.

Typically IEEE 802.11 APs implement an 802.1d bridge interconnecting MAC layers of
IEEE 802.11 and IEEE 802.3 supporting up to eight priorities. However, IEEE 802.3 itself can-
not grant frame priorities but priority can be implemented using the IEEE 802.1q VLAN tag.
Therefore, an IEEE 802.3 MAC frame with correspondent priority value coded by an VLAN tag
can be used by IEEE 802.1d MAC bridge for implementation of priority interoperability with
IEEE 802.11e, consequently, frames can be differentiated on the wireless domain.

The IEEE 802.16 WirelessMAN technology has been developed with the aim to provide
broadband access for access networks and medium sized backhaul links. Indeed, by supporting
transmission rates up to 134 Mbps at distances as far as 20 km, while supporting mobility still at
100 km/h, 802.16 provides the long-awaited broadband wireless access not only for impervious
areas but also for highly dense areas like city centres where cabling is impossible or too expensive.
The IEEE 802.16 standards [30] [31] are a synthesis of time-proven wireless and wired network
technologies, namely the above presented IEEE 802.11, the Third Generation Mobile Phone Net-
work (3G), Asynchronous Transmission Mode (ATM) and the Data Over Cable Service Interface
Specification (DOCSIS). Only the best features of these technologies have been taken off, tai-
lored and forged into the 802.16 standards. One of the consequences of this design choice is
IEEE 802.16’s feature rich QoS model, derived from ATMs achievements in this regard [32].
In the sequel of this section we will sketch these QoS features, focusing on Point-to-Multipoint
(PMP) mode only.

Two deployment modes have been defined in 802.16, PMP and Mesh. In either mode one
station serves as transmission coordination reference. In PMP mode this station is called the
Base Station (BS) and is the sole AP for one or many Subscriber Stations (SS) and/or Mobile
Stations (MS). All interactions are coordinated by and routed through such a BS. It is supposed
to have complete knowledge about all SSs and MSs in range and its scheduler assigns individual
transmission opportunities to each of them based on resource availability and QoS commitments.



For PMP mode, different transmission strategies in respect to transmission direction, i.e.
Uplink (UL) and Downlink (DL), are defined. For both directions data transmission takes place a
separate (sub)frames, while in UL, SS transmit in Time Division Multiplexing Access (TDMA)
mode, while in DL the BS broadcasts frames to all receivers in range. Frames at DL and UL are
duplexed using either Time Division Duplex (TDD) or Frequency Division Duplex (FDD).

Conceptually, the BS is in charge of resource allocation, and thus QoS, at both DL and UL.
However, SSs are able to adapt transmission capabilities, in respect to QoS commitments and
channel state information, by communicating with the BS, which in turn assigns new or updated
Interval Usage Codes (IUC), a part of UL Channel Descriptor (UCD). The IUC includes modula-
tion, rate, FEC scheme and other parameters of the PHY layer. Uplink and downlink use different
IUCs, Uplink IUC (UIUC) and Downlink IUC (DIUC) correspondingly.

The MAC protocol defined by 802.16 is connection-oriented, In other words, both, transport
and control flows, use unidirectional logical connections. The outbound MAC associates packets
with a so-called Service Flow (SF), which in turn is associated with a logical connection. Every
SF is associated with respective QoS parameters, e.g. transmission ordering and scheduling. Ser-
vice flows can, for instance, map to DiffServ or MPLS flow labels in order to enable end-to-end
IP-based QoS. Further 802.16 QoS facilities include four different QoS categories in UL and DL;
ARQ, Call Admission Control (CAC) and scheduling. Further, the adaptation abilities of the PHY
layer plays also an important role supporting the MAC layer to achieve reliable and controlable
QoS.

Much like in 802.11 QoS enhancements, crucial algorithms, like scheduling and CAC, has
been intentionally left out of the standard to pass a powerful tool to manufactures and research,
for the former especially to distinguish their products [32].

Finally, we’d like to mention the WiMAX Forum, which is an exclusively industry-driven
802.16 certification body. Its aim is to assure multi-vendor interoperability. Part of this mission
is to address end-to-end QoS assurance for NGN frameworks and therefore, a special working
group is defining an All-IP Mobile WiMAX End-to-End Network Architecture [33]. Its main
motivation is to define an compatible 802.16 based network architecture which is seaminglessly
integratable into existing networks such as 3G.

4 Advances in QoS Signalling

Quality of Service provision in the Internet needs signalling mechanisms to support resource
allocation and traffic control in network elements. The RSVP and MPLS signalling mechanisms,
see also Sec. 2 are the principle signalling protocols to support QoS and resource control in todays
IP networks.

The above mentioned QoS signalling protocols have limitations related to scalability (the
amount of state installed in the network), efficiency (the quantity of signalling messages in the
network) and are limited to interdomain operation (they are not adequate for operation in complex
scenarios including multiple network operators). To overcome these limitations, new signalling
mechanisms are needed with advanced functionalities to deal with different signalling require-
ments.

Advanced signalling mechanisms need to support on-path and off-path signalling. When sig-
nalling messages follow the same path as data messages, it is said that on-path signalling is being
performed (also mentioned as path-coupled or in-band signalling). However, sometimes entities
that are not on the data path need to be signalled. Signalling protocols that allow the signalling
of entities that are not on the data path are called off-path signalling protocols (also mentioned
as path-decoupled or out-band signalling). Hybrid signalling solutions using on-path signalling
inside each domain and off-path signalling between domains are also possible [34].



Advanced signalling mechanism need also to support explicit or implicit signalling. Explicit
signalling is achieved trough explicit messages that can be carried together with user data, in
specific packet fields, like in TCP header fields or in separate signalling packets, like in RSVP.
Implicit signalling information can be extracted from the normal application flow to trigger reser-
vation mechanisms in network devices. Some signalling solutions combine implicit signalling
near the end-systems (to reduce the complexity of end-systems) and explicit signalling inside the
network.

Signalling is closely related with the amount of state information stored in the network ele-
ments. State information can be stored per-flow or per-flow aggregates. State information can be
maintained until explicitly released (hard-state) or expire after a given time limit if not refreshed
before (soft-sate). If state information is needed per-flow, signalling also needs to be performed
on a per-flow basis; otherwise signalling is only needed to manage the flow aggregates. In soft-
state approaches, signalling needs to be periodically issued to refresh the state information. In
hard-state approaches signalling is only needed for the establishment and release of state infor-
mation.

The definition of a signalling scheme is a tradeoff between the application needs and the com-
plexity introduced in the network. Best effort applications only need basic signalling mechanisms
for flow, error and congestion control like the ones included in TCP. Multimedia applications,
with QoS requirements, can operate smoothly if the network is over-provisioned. In a limited
resource environment they will need per-flow or aggregated signalling to support resource reser-
vation and traffic differentiation mechanisms. Thus there is also a tradeoff between the amount
of signalling and network resources. Overall, the definition of the signalling mechanisms for the
support of real time applications over the global Internet with quality and security is still an
open issue. The solution is expected to emerge from the signalling proposals being discussed and
standardised at the IETF and the settlement of the above tradeoffs.

The limitations of RSVP have inspired the emerging Next Steps In Signalling (NSIS) frame-
work. NSIS is a signalling framework being developed by the IETF in the context of the NSIS
Working Group [29], for the purpose of installing and maintaining flow states in the network.
NSIS is based on various signalling protocols, the main one being RSVP. The intention is to
reuse RSVP mechanisms whenever possible, since these mechanisms have already been widely
tested, but leaving out all unnecessary complexity (e.g., multicast support). It is, thus, a simpler
and more scalable approach to resource reservation, when compared to RSVP.

By using a two-layer signalling architecture, the NSIS transport layer and the NSIS signalling
layer, signalling transport is separated from signalling applications, allowing the use of the same
signalling transport protocol for the support of all signalling applications.

The NSIS transport layer protocol, known as General Internet Signalling Transport (GIST),
is responsible for the transport of signalling messages between network entities. The signalling
layer contains specific functionality of signalling applications and may comprise several NSIS
signalling layer protocols, generically known as NSLPs. With this approach the transport of the
signalling messages and the signalling application are separate. Examples of signalling protocols
are the QoS-NSLP [35] and the Network Address Translation (NAT) & Firewall (FW) NSLP [36].
This architecture opens the way to develop several emerging signalling applications, of which
QoS signalling is the first use case to be implemented.

The initial requirements of NSIS include support for the independence of application sig-
nalling and network control mechanisms, ability to place NSIS initiators, forwarders, and re-
sponders anywhere in the network through on-path and off-path signalling, transparent signalling
through the network (the signalling message are opaque for the signalling transport), grouping of
signalling for several micro-flows, flow aggregation, scalability, flexibility, and security.

Although NSIS can work on a per-flow basis, it allows flow aggregation based on the use of
the DSCP field or tunnels. Additionally, it works on a hop-by-hop basis, between NSIS-aware



nodes (NSIS Entities, NE, also referred to as NSIS hops). Nodes not supporting NSIS are trans-
parent, which means that there is no need for deployment of NSIS in every network entity.

NSIS supports both on-path and off-path signalling. In the case of path-coupled signalling,
signalling messages are routed through NSIS entities on the data path only, although between
adjacent NEs, the route taken by signalling and data might diverge. In the case of path-decoupled
signalling, messages are routed to NEs which are not assumed to be on the data path, but which
are aware of it (NEs have to know the path topology). In this case, the signalling endpoints may
have no relation at all with the ultimate data sender or receiver.

The NSIS framework is being developed aiming to support the advanced signalling mecha-
nism for QoS, security and other important functions in IP networks. Besides the above described
modules, other modules are being developed to enable the support of advanced QoS negotiation
features [37]

5 QoS routing in the Internet

QoS routing in the Internet is, undoubtedly, an essential piece of future Internet functionality for
supporting reliable, assured and high performance IP traffic transference, and so QoS. QoS rout-
ing is therefore relevant for both reservation-based services (i.e., IntServ and MPLS) or reserva-
tionless services (i.e., DiffServ) described in Sec. 2. QoS routing is, however, a complex problem
to tackle. The first difficulty already starts with the algorithmic problem to solve. That is, QoS
routing must find paths that satisfy multiple QoS requirements or constraints (e.g., latency, jitter
and bandwidth). The second difficult relates to the QoS routing protocol responsible for capturing
and exchanging information about network resources. In line with the motivation of this paper,
this section aims on sheding some light on path selection algorithms and on aspects relating to
protocols, all in the context of QoS routing.

The algorithmic problem in QoS routing is known as the Multi-Constrained (Optimal) Path
(MC(O)P) routing problem [38, 39]. Briefly, the MC(O)P can be stated as follows. Given a net-
work G(N, E), where N represents the set of nodes and E the set of edges, a source node s,
a destination node d, k (≥ 2) weight functions: w1 → R+, ..., wk → R+, and k constants
represented by a vector c = (c1, ...., ck), the MCP problem is to find a path p from s to d such
w1(p) ≤ c1, ..., wk(p) ≤ ck, i.e. a feasible path. The MC(O)P is the problem that additionally
finds a path p = src → v1 → v2, ..., dst, i.e., the optimal path, such there isn’t any other path q
such w1(q) < w1(p), ..., wk(q) < wk(p).

When the QoS measures are additive, the MC(O)P problem is often interpreted as NP-
hard [40]. In other words, it means that the computational-time complexity is non-polynomial.
Thus, heuristics or approximation algorithms are usually used to tackle the MC(O)P. In the body
of work, two instances of MC(O)P are the main focus of these heuristics. The first instance of
MC(O)P is when bandwidth is one of the constraints that must be satisfied by the path com-
putation algorithm. In this case, the MCP problem is defined as a Bandwidth Restricted Path
(BRP) problem [41]. Examples of algorithm families that solve the BRP problem are the Widest-
Shortest Path (WSP) and Shortest-Widest Path (SWP) algorithms [42–44]. Metric ordering is the
key heuristic used by these algorithms for find BRP solutions. This heuristic requires the identi-
fication of the metric that has higher priority and the computation of the best paths according to
this metric. Afterwards, it is computed the best path according to the second metric. The second
instance is called Restricted Shortest Path (RSP) and is a simplification of the original MCP prob-
lem, when two additive metrics are used [40]. In this case, all the paths that satisfy the constraint
associated with one of the metrics are computed and then the best path according to the second
metric is selected. A widely case is the Delay-Constrained Least Cost problem (DCLC) [45].



Examples of algorithms for solving DCLC problem are the Delay Constrained Unicast Routing
(DCUR) and Dual Extended Bellman-Ford (DEBF) algorithms [46].

Alternatively, one straightforward heuristic to solve MCP problems is through Metrics Com-
bination (MC), i.e. by combining or mixing a set of QoS metric items in a single composite met-
ric [47]. Then, existing path computation algorithms, such as Bellman-Ford or Dijkstra can be
used to compute the best path. The biggest difficulty, however, is that it is unclear how we should
properly combine all QoS metric items. Linear, non-linear and Lagrange relaxation compositions
have been widely used in several proposals, such as the Multiconstrained Energy Function based
Pre-computation Algorithm (MEFPA), the Tunable Accuracy Multiple Constraints Routing Algo-
rithm (TAMCRA) (and its successor SAMPRA) and the LAgrange Relaxation based Aggregated
Cost (LARAC) algorithm, respectively [39, 48–50].

Now we turn to the aspects relating to existing protocols. The Internet routing is handled
by two different kinds of protocols each with a distinct objective. Inside of the boundary of an
Autonomous System (AS) the routing of IP packets is handled by an Interior Gateway Protocol
(IGP) based on shortest path, such as Open Shortest Path First (OSPF) or Intermediate System-
Intermediate System (IS-IS) [51, 52]. On the other hand, to provide connectivity across ASes
boundaries the de facto Exterior Gateway Protocol (EGP) - BGP (Border Gateway Protocol) - is
used to exchange reachability information to blocks of IP prefixes [53]. Unfortunately, most of
routing protocols have been designed without QoS (or efficiency) requirement in mind. Although
best-effort routing provides good-enough service for several applications, such as e-mail or Web,
it would be not sufficient for mission-critical or time-dependent applications, such as Voice over
IP (VoIP), when their packets transverse congested networks.

The problem of extending routing protocols to support QoS is, however, more intricate to
solve than algorithmic problem, mostly due to the potential required changes on routers. Even so,
in the intra-AS level there has been significant progress and has resulted on standards, such as
QoS routing Mechanisms and OSPF Extensions [43]. The biggest open problem in routing still
be the expansion of QoS across AS boundaries. Since 90’s IETF recognises interdomain QoS
routing as the critical missing piece for distribution of QoS capabilities supported by each AS
(e.g., a class or meta-class of service) [54]. In the body of work, there are a couple of IETF-drafts
and proposals of QoS extensions to BGP following a similar approach [55–57]. Specifically, these
works have been proposing BGP QoS attributes for routes and modifications to the BGP decision
process. For instance, O. Bonaventure et al proposed an optional and non-transitive BGP QoS
attribute that enables each AS to associate with routes the DiffServ PHBs (BE, AF and EF) it
supports and the types and values of QoS parameters (e.g. maximum bandwidth associated to
PHB) or the required QoS signalling (e.g. indication that the AS supports RSVP). Similarly, J.
Cristallo et al defined an optional and transitive BGP QoS attribute, named QoS NLRI (Network
Layer Reachability Information).

Despite the scientific interest of these works, none of their proposals have turned out to be
sufficiently appealing to be deployed at large scale. One clear indicator of ISPs indifference is
that most of them prefer to overprovision networks rather than delivering QoS [58]. Further-
more, as these are in-band BGP mechanisms their performance is affected by most of BGP draw-
backs (e.g., the well-known slow convergence or oscillatory behaviours). An additional difficult
to tackle in the interdomain QoS routing is related to the need of giving more route control to
users. In effect, BGP paradigm prevents any user from controlling the transit of its packets (e.g.,
to avoid transversing congested ASes or ASes that are filtering packet contents).

Consequently due to these difficulties, many alternative solutions are emerging to tackle the
interdomain problem based on either on novel or older concepts. Not surprising is, in common,
they tend to avoid any enhancements or extensions to BGP. This leads to the following open
questions: How valuable are these solutions? What would be the most promising solution to be
deployed at large scale? Using pure-overlays (e.g., QRON [59])? Combining overlays and BGP



(e.g., OPCA [60])? Using Multihoming Intelligent Routing Control [61]? Making QoS Exten-
sions to BGP? Or rebuilding the entire Internet routing from scratch (e.g., NIRA [62])?

6 QoS Assessment for New Generation Networks

The QoS topic in the environment of Internet services became crucial due to customer popularly
and commercialisation of Internet multimedia services. Further attention to this topic was fo-
cused with emerging Internet multimedia subsystem (IMS) [63] and with on-demand multimedia
content delivery.

Technically QoS has emerged from the fundamental difference between the connection ori-
ented, circuit-switched PSTN and connectionless packet-switched networks. For the latter, re-
sources are not explicitly allocated to individually paired hosts, instead the available network ca-
pacity is shared at each link by several connections, leading to packet losses within connections
at the links’ output buffers, potentially causing quality impairment at the receiving side. This ap-
proach leads naturally to view on QoS in terms of connection parameters like packet loss/delay or
service availability. Such view allows us for prefect estimation of network or connection QoS, but
poorly reflects the perceived quality. Besides classical QoS, perceived QoS assessment becomes
increasingly important with the emergence of multimedia IP services, because it reflects a user
satisfaction level which is for service provisioning the most relevant parameter.

Traditional IETF QoS assessment focuses on physical parameters like packet delay, loss or
jitter, so-called Intrinsic QoS (IQ) [64]. In contrast to this approach, service quality can alterna-
tively rated by subjective assessment. This is commonly termed Subjective or Perceived/Perceptual
QoS (PQ) [64, 65] and is solely based on human perception or satisfaction regarding service us-
ability. Determining PQ is typically carried out by surveying a set of persons, which participate
in a controlled experiment [65, 66]. In contrast to this method, if there are no humans involved
and PQ is computed from physical parameters, it is called Objective QoS assessment [65].

In contrast to the ITU, the IETF has not yet adopted the concept of PQ. This is rooted in
the nature of the services each standard entity is concerned with. The PSTN’s primary service
is voice and its quality assessment is a highly subjective matter. Hence, the ITU, as the PSTN’s
standard body, has been concerned with PQ for more than a century. With the evolution of the
Internet as the universal communication platform, however, more and more voice traffic is deliv-
ered over Internet infrastructure, henceforth calling for the same quality assessment methodology
for VoIP services. Moreover, it is worth noticing that this reaches beyond Voice over IP (VoIP)
services and applies to any audio and/or visual service like for instance IP Television (IPTV) or
Videoconferencing. The ITU issued a few recommendations, see for example [67, 68], regard-
ing subjective quality assessments and the proposed test methodology is suitable for perceived
quality testing of Internet multimedia services. The only limitations of these recommendations
is the usage scenario, because the ITU recommends for subjective audiovisual and video test PC
screen. The multimedia user terminals has different size, mobility features and usage. This vari-
ety of terminals brings in new usage scenarios for the multimedia services. Moreover the usage
scenario influences the human perception [69,70] significantly. The test scenario should consider
the real usage scenario, in order to avoid systematic test failure [70].

Furthermore the human visual perception of multimedia content is determined by the char-
acter of the observed sequence [71, 72]. The sequence character reflects audiovisual spatial and
motion characteristics (content type, video motion features, spatial information ) [70–72]. The
recent trends show that the perceptual QoS is defined by set of classical QoS parameters and
objective audio and video parameters. The parameter set is determined according to correlation
of objective and subjective parameters [70]. For selecting the most relevant parameters while



retaining as much information as possible, for such complex task are most suitable the multivari-
ate statistical methods (i.e. Principal Component Analysis). Finally the objective parameters are
mapped on subjective quality parameters (i.e. mean opinion score, willingness to pay). According
to usage scenario is chosen the estimation method (analytical model, artificial neuron network,
hypotheses testing or ensemble based system).

The estimation of perceptual QoS is very complex task due to multimedia service and content
diversity and till now it was not proposed any universal perceptual quality estimator. On the
other hand reliable estimators were proposed for certain services and usage scenarios [71–73].
Furthermore, for the estimation of perceptual QoS, multimedia content and the usage scenarios
have to be taken into account in order to yield accurate ratings.

7 Net Neutrality

By this end, commonly a conclusion would round-up the paper and it wouldn’t be any different
if there wouldn’t be another ongoing, controversial debate about the future of a QoS featuring
Internet. Well, will many Internet veterans immediately say, that’s nothing new at all. That’s un-
doubtlessly true, Internet QoS has never been undisputed and will never be until its final ubiquity.
But there is one point that distinguishes this debate from any in the past. Scale.

It all commenced with the final advent of real-time Internet services like Skype or YouTube,
on a global scale. This, by the QoS lobby long-awaited happening, is frequently considered as
the .com boom’s reincarnation, meanwhile matured and based on proven sustainable business
models, not at last backed up by high broadband access penetration. And exactly here is the
point.

The Internet’s peculiar architecture fostered the division of an unit that has been monolithic
in Internet prehistory, content and its delivery infrastructure. Examples of this phenomena are
AOL’s, Microsoft’s MSN or T-Online’s failed attempts in the mid-nineties to confine subscribers
to selected content hosted in their own realms. The result of this content-access division is an
unequal share of total revenue between respective providers, i.e. CPs and ISPs, at least from
latter’s point of view.

The CEO of AT&T, E. Whitacre, first expressed this awareness some one and a half year ago.
Briefly, in his point of view CPs like Google or Yahoo have to pay his company as it provides
(high quality) access to their customers. This conviction has meanwhile strengthened among ISPs
and finally motivated them to looby for a modification of U.S. telecommunication law to endorse
their case, enforced by strict regulation. In fact, rumour tells that AT&T alone has spent 110
millions dollars by today.

Confronted by this threat, CPs see their business models endangered and launched a massive
counter strike. What CPs fear is that powerful telecos like AT&T or Verizon may (ab)use their
power to discriminate between traffic types, access quality or charging tolls on content, eventually
turning the Internet into a two-class society, those provided ”Premium Service” and the rest.
In order to prevent this, CPs, including incumbents like Microsoft, Goolge, Yahoo and Ebay,
jointly invest in what is now called ”Net Neutrality”. Using equal means as deployed by their
opponents, the telcos, their declared goal is to achieve exactly the opposite, a modification of
U.S. telecommunication law, by then endorsing that there must be no service differentiation at
all in the Internet. This essentially would exclude any QoS mechanism, enforced by regulatory
means.

The implications of this battle of giants are immense. It’s eithers belief that no defeat can
be afforded and henceforth, both parties reveal utmost determination to achieve. In just one and
a half year, for instance, Neutrality proponents, proxied by the U.S. Democrats, submitted three
amendments to the U.S. Senate and House of Representatives. In this course, MP E. Markey, for



example requests in [74] ”if the provider prioritises or offers enhanced quality of service to data
of a particular type, (it’s its duty) to prioritise or offer enhanced quality of service to all data of
that type, regardless of its origin”.

Yet neither side has succeed, mostly due to the reluctant U.S. Republicants on power. This,
however, has recently changed with the result that AT&T moved its focus away from the federa-
tion towards individual states with partial success. But more scary is certainly the speed with
which this matter gains scale. Vincent Cerf, nowadays on Google’s pay-roll and its primary
pro Net Neutrality frontman, certainly agrees on the importance of Net Neutrality with Sir Tim
Berners-Lee, but surely disagrees with his request for neutrality in Digital Right Management.
In fact, frontiers in this battle are getting more and more blurred, at last indicated by the U.S.
Democrate C. Gonzalez, who urged for neutrality extension regarding involved business prac-
tices.

But notwithstanding, there are certainly good reasons in favour of [75, 76] and against Net
Neutrality [77]. I (Thomas Bohnert) personally agree in particular with J. Crowcroft and urge
the European community, which recently set up a special commision in charge with this issue,
to keep a level head. It’s just too obvious that the whole debate in the U.S. merely salvages the
risk of a complex, never ending proxy war between two business engines which try to maximise
profit. Most likely, the only outcome would be a heavy regulatory burden on something that is
flourishing exactly because it has been free from such an evolution inhibitor, the Internet. For me,
it’s deeply scary to watch lawyers, lobbyists and politicians fighting over the destination of a QoS
featuring Internet and hence, over years of research and development in this area. Eventually, I
call to remind that yet the Internet has never been neutral at all and free market forces are proven
to be the best policy enforcement. Why should this has recently turned different for Internet
ethics?
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