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Abstract

Reservationless computer communication networks based on the best effort  paradigm are no
longer capable of providing the quality of service necessary for the new generation of computer
communication services, such as voice, video and multimedia services. These new services and
their users have very different communication needs, and must not be treated equal by the
communication system.

Quality of service (QoS) specification on a per communication service basis, and quality of
service guarantee by reservation-oriented communication systems are the key solutions for the
support of new age information systems. QoS specification requires service characterization
based on a set of QoS parameters that, on one hand, is rich enough to accommodate service and
traffic dynamics and, on the other hand, is simple and flexible enough to allow the
implementation of an efficient reservation policy. QoS guarantee by reservation-oriented
communication systems can only be achieved by the deployment of new congestion control
functions that can prevent service degradation and - based on a quantification scheme - be used
to evaluate the network in terms of QoS performance and available capability.

Traditionally, congestion control functions were focused on the communication system itself. It
is now evident that new congestion control functions must be focused on communication
services, as the network may be in a congestion level that is perfectly adequate for a broad range
of services and totally inadequate for other services. Thus, the congestion must be evaluated
from the user (or service) point of view, in addition to the network point of view.

In this paper, the authors propose a Quality of Service Framework that provides the basis for
QoS specification, quantification and guarantee, and thus constitutes a fundamental tool to the
definition and establishment of new generation computer communication services. Firstly, a
new congestion definition is proposed, focusing the effects of the communication system on the
behavior of communication services. In line with the proposed definition, a model for QoS
specification and characterization is presented. Secondly, a metric for the continuous evaluation
of the congestion level of individual communication services is given. The metric is based on
the deviation of traffic parameters from the values specified during the QoS negotiation phase.
From individual service evaluation, an algorithm for the calculation of partial and global
communication system congestion is then proposed. Finally, a multidimensional framework for
congestion control characterization is presented, in which each dimension identifies a different
view - or plane - of the problem.
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1.  CONGESTION CHARACTERIZATION

1.1  Congestion definition

A globally non-congested communication system may behave as a congested one for one or
more of its users. Thus, there is the need for a congestion definition that is able to cope with
congestion from a global as well as from an individual point of view. The following types of
congestion definitions are commonly found in the literature:

• “a communication system is congested if the transit delay is greater than X” [Jain 89];

• “a communication system is congested if the effective throughput is less than Y”
[Jacobson 88];

• a combination of the above definitions [Jain 84, Ramakrishnan 88].

These types of definitions are not precise, as they evaluate congestion on the basis of one or
more of its effects (increase of transit delay and/or decrease of throughput) without taking into
account the main cause of congestion: the load increase. In addition, the determination of the
congestion thresholds X and Y is subjective and/or difficult, which results in the inability to
quantify the congestion degree of the communication system. Another limitation lies in the fact
that congestion is evaluated from a global perspective, without concern for individual
applications. Thus, it is perfectly possible that in a congested system (according to one or more
of the above presented definitions) certain applications may be able to perform within the
throughput and delay limits that suite their needs.

In [Keshav 91] a congestion definition is proposed that overcomes some of the above
mentioned limitations. According to this author, a communication system is under congestion
(from a user point of view) if the system usefulness decreases due to an increase of system
load. The concept of usefulness  expresses the user preference by the communication resources,
through a usefulness function. As an example, the author presents the usefulness function
αT − (1 − α ) ⋅ RTT , where α  is a constant, T  is the average throughput and RTT  is the round
trip time. This function enables the users to express their preference by the throughput factor
(α →1)  or by the delay factor (α → 0). The Keshav definition evaluates congestion from the
users point of view and characterizes congestion on a cause basis (as opposed to an evaluation
base on the effects of congestion). Nevertheless, it does not support the quantification of the
congestion situation, as the usefulness functions are user specific and, thus, usefulness values
cannot be compared - in order to measure relative congestion among users - nor combined - in
order to measure the global congestion of the communication system.

Normally, communication systems and applications are dimensioned in such a way that the
traffic alterations caused by the physical and technical limitations are within the limits tolerated
by the applications and do not prevent their normal functioning. When the traffic characteristics
are modified in a degree that decreases the performance of a given distributed application, the
application is said to be affected by congestion. Thus, the congestion phenomenon can be
characterized, from a communication service user point of view, by the following definition:

Definition 1 — Congestion of a communication system:

A communication system is congested whenever the functioning of communication
services is affected in a way adversely percepted by their users.

This definition emphasizes the communication services users perspective and accommodates all
the factors that may cause the refusal, interruption, or degradation of the communication
services, in addition to the load increase factor. In fact, this factor independence is consistent
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with the user point of view, to whom service degradation is the only effect he/she is concerned
with, regardless of the factors that cause it.

The proposed definition has - when compared to the previous definitions based on throughput
variation and/or transit delay - the advantage of characterizing congestion from a microscopic
point of view - for each of the supported services, and at each instant of time - as opposed to a
macroscopic  characterization based on the global throughput and transit delay. In relation to the
Srinivasan Keshav definition, the proposed definition has the advantage of enabling a finer
congestion evaluation, as it potentially includes all the congestion factors in its scope, and not
only the effects on the expected usefulness.

1.2  Congestion metric

From a user perspective, a communication system without congestion is characterized by the
ability to provide the quality of service (QoS) required by the active applications. Quality of
service can be objectively defined by a set of operating parameters or, implicitly, by a set of
values that are considered "normal" when the application is active. On networks that are based
on the resource reservation paradigm - normally operating in the connection-mode - it is always
possible to objectively establish a set of quality of service parameters, because these are the
parameters that are necessary for the resource reservation at the time of connection
establishment. On networks that are based on the best effort paradigm - normally operating in
the connectionless-mode - there is no need to explicitly define the QoS parameters; nevertheless,
they can be implicitly deducted from the evaluation of the behavior of applications.

In either case - best effort or resource reservation - it is always possible to determine a set of
parameters - the QoS parameters - that are responsible for the characterization of the quality of
service of the supported applications. Let PQoS , defined in Expression 1, be the set of all of the
QoS parameters supported by a given communication system. The description of the physical
significance of each parameter and the identification of its respective units is considered to be
associated with the definition of the PQoS  set.

PQoS = q1,q2 ,q3, ...,qn{ } (1)

For each of the supported services si , and at discrete time instants  tk  (or continuously in time)
it is possible to measure or compute a set of values (one for each parameter belonging to the
PQoS  set) that can be stored in a vector, as shown in Expression 2.

VQoS (si )tk
= v1 v2 v3 ... vn[ ] (2)

The specification of the quality of service necessary for each user application may be done, for
each parameter, by the specification of an interval in which the parameter values imply no QoS
degradation, and the specification of one lower threshold and one upper threshold beyond
which the quality of service is unacceptable. The set of interval limits and degradation
thresholds, specified for a given service  si , may take the form of the matrix presented in
Expression 3 - the QoS matrix, MQoS  - in which mj  and Mj   are, respectively, the minimum
and maximum values that parameter qj  may take without QoS degradation, and lm j

 and lM j
 are

the thresholds that subtracted from mj  and added to Mj , respectively, define two operating
zones with degraded - but still acceptable - quality of service.
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MQoS (si ) =

m1 lm1
M1 lM1

m2 lm2
M2 lM2

m3 lm3
M3 lM3

: : : :

mn lmn
Mn lMn























(3)

The MQoS  elements  mj , Mj , lm j
 and lM j

 may define static intervals, in the case of services
with deterministic QoS needs, or probability intervals, in the case of services with probabilistic
QoS needs. At the limit, MQoS  elements may be random variables, with associated probability
distribution functions, in order to deal with QoS parameters of stochastic nature.

The QoS matrix expresses the service contract  - whether explicitly negotiated or implicitly
assumed - between the user and the service provider, for a given communication service. In the
QoS matrix of a specific service only the values (limits and thresholds) for the QoS parameters
that are of concern for that service are specified. This parameter set is, normally, a subset of the
system QoS parameters. For the parameters that are of no concern for a given service, the QoS
matrix will hold the values −∞  and/or +∞ . This is also the case for the parameters for which it
is only required to specify the upper or the lower limit and threshold.

The congestion state of a communication service can be qualitatively evaluated at each instant of
time - in light of the Definition 1 presented in the previous section - by the deviation of the
parameter values with respect to the limits defined in the respective service QoS matrix.
Consider the following definition:

Definition 2 — Deviation index  (Id):

Let qj  be a QoS parameter for the communication service si , vj (tk )  its value at instant
tk , mj  and Mj  its normal variation limits, and lm j

and lM j
 its QoS degradation

thresholds.

Then the QoS parameter deviation index, Id , is given by:

Idsi ,q j
(tk ) =

0 for mj ≤ vj ≤ Mj

1 −10
−

m j − v j (tk )

lmj











for vj < mj

1 −10
−

v j (tk ) − M j

lM j











for vj > Mj















The deviation index (Id), proposed in the above definition, enables the quantification of the
divergence of the value of a QoS parameter in relation to the limits and thresholds defined in
MQoS , in any point of the communication system. It can take all the values between 0 (null
deviation) and 1 (maximum deviation), being 0 for all the parameter values inside the interval
defined by the  mj  and Mj  (normal variation limits). Outside this interval, the value of Id  is a
function of the divergence in relation to the normal variation interval and of the QoS degradation
thresholds.

The deviation index identifies five different operating zones, as illustrated in Figure 1. If the
QoS parameter value is between mand M , the Id  index is 0, and this identifies the normal
operating zone. The intervals [m − lm ,m] and [M, M + lM ] correspond to two operating zones
with QoS degradation, in which the Id  index rises up to 90% of its maximum value. For Id



5

values greater than 90% the parameter values are such that the quality of service is unacceptable.
Figure 1 shows a particular situation in which the QoS parameter has symmetric, and finite,
variation intervals.

The worsening of the deviation index for a QoS parameter - which corresponds to a quality of
service degradation - is a sign of congestion, in light of Definition 1. Congestion of a given
communication service may be quantified using the respective QoS parameter deviation indexes,
evaluated at the output of the communication system, immediately before the receiving
communication services. Nevertheless, we must take into account the possibility of the
incoming traffic having an Id  not equal to zero (traffic not conformant with the service contract
expressed by the QoS matrix). In this case, a non null Id  at the system output is not exclusively
due to congestion in this communication system.
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Figure 1 — QoS parameter deviation index.

In order to correctly evaluate the congestion introduced in a service by a communication system,
it is necessary to relate the QoS parameter deviation indexes at the input and at the output of that
communication system. Consider the following definition:

Definition 3 — Congestion index (Ic):

Let qj  be a QoS parameter for the communication service si  and, Idsi ,q j

in

 and Idsi ,q j

out  its
deviation indexes at the communication system input and output, respectively, at
instant  tk .

Then the QoS parameter congestion index, (Ic) , is given by:

Icsi ,q j
(tk ) = Idsi ,q j

out (tk ) − Idsi ,q j

in (tk )

The above defined congestion index  measures the congestion introduced by the communication
system in a given QoS parameter of a given service, and it can take values between -1 and 1.
When the input traffic is in conformity with the normal variation limits, congestion is simply the
value of the QoS parameter Id  index at the system output. When the input traffic violates the
service contract and the parameter deviation index is worsened in the communication system,
congestion is evaluated by the difference between the output and input deviation indexes.
Finally, whenever the deviation index is reduced by the communication system, congestion is
negative. Negative congestion situations correspond to an active participation of the
communication system in the improvement of the QoS characteristics.
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Using the congestion indexes (Ic) of the set of QoS parameters of a given communication
service si , congestion can be evaluated, at instant tk , and from the user perspective, by the
service congestion index  — Csi

(tk ), — which is given by the weighted average of all the QoS
parameter congestion indexes, as shown in Expression 4. The cj  constants are defined by the
system management, for each service, and are used to weight the QoS parameters according to
their relative importance for the communication service.

Csi
(tk ) =

Icsi ,q j
⋅ cj

j =1

n

∑

cj
j =1

n

∑
(4)

The global system congestion  at instant tk , Cg(tk ), can be obtained by the average of the
service congestion indexes of all of the active services, affected by the service success rate , as
indicated by Expression 5, where N is the number of active services at instant tk . The service
success rate  measures the probability of success of a given service, taking into account the
number of times the service was aborted - not established by lack of resources or abruptly
terminated - (Na) , and the number of times it was successfully accomplished, (Ns), since the
system activation until instant tk .

Cg(tk ) = Ns

Ns + Na
⋅ 1

N
Csi

(tk )
i=1

N

∑ (5)

Using Expression 5, one can obtain global system congestion averages by integration of the
instantaneous values of Cgover a period of time (Expression 6) or by averaging the Cg
samples at discrete - and regular - time instants  t1, t2 , ... ,  tm  (Expression 7).

Cg = 1
t

Cg(t)
0

t

∫ (6)

Cg = 1
m

Cg(tk )
k =1

m

∑ (7)

The expressions presented in this section enable the quantification of the congestion of a
particular communication service, the comparison of the congestion degree of two or more
services, and the quantification of the global system congestion. They have the benefit of
enabling an objective measurement of the congestion state of a service or of the whole
communication system, based on the definition of a set of system QoS parameters, of their
normal variation limits and of their degradation thresholds.

In the case there is the need to evaluate the congestion caused by a specific communication
system component (e.g., an intermediate system) the proposed expressions can still be applied.
For that, it is sufficient to consider the deviation indexes at the input ( Idin ) and output ( Idout ) of
the particular component, as long as the normal variation limits ( m  and M ) and the degradation
thresholds ( lm  and lM ) are established for that component (instead of being established for the
whole system). This fact brings out an interesting issue - that will be addressed in the next
section - concerning the congestion variation along the path constituted by the various system
components, and the determination of the limits and thresholds for the parameter values in each
component that guarantee a given global congestion degree.
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1.3  Congestion variation along the communication path

 Consider the communication system model presented in Figure 2, composed of N consecutive
modules. The modules can correspond to a functional block (e.g., a protocol layer), to a whole
or part of a physical system (e.g., physical medium, switch, bridge, router, end-system), or to
the concatenation of multiple physical systems forming a communication subsystem.

communication system

transmitting 
communication 

services

receiving 
communication 

services

1 2 3 N

Figure 2 — Model of an N-module communication system.

In order to relate the end-to-end congestion with the congestion in each of the communication
system modules, it is necessary to identify the influence of each module in the QoS parameters
of each communication service.

Knowing the normal variation limits mj
p and Mj

p , and the degradation thresholds lm j

p  and lM j

p ,
that characterize each module p, for each of the qj  QoS parameters, it is possible to determine -
by the use of Definition 2 - the deviation indexes  at the input and output of the module
( Id pin and Id pout , respectively). Using these values in Definition 3, one can obtain the
congestion index  of the qj  QoS parameter, concerning service si  and the module p , for instant
tk  (Expression 8).

Icsi ,q j

p (tk ) = Idsi ,q j

pout (tk )  −  Idsi ,q j

pin (tk ) (8)

The influence of the congestion indexes of each communication system module on the global
system congestion  mainly depends on the nature of the QoS parameters. One can identify two
types of parameters, with regard to the way in which their variation influences the end-to-end
degradation. Some parameters suffer a continuous and progressive degradation, in a way that
the resulting end-to-end degradation is the sum (cumulative) of the partial degradation along the
communication path. Others suffer a discontinuous and abrupt (non-cumulative) degradation,
with the total (end-to-end) degradation being determined by the greater partial degradation
suffered in the modules along the path.

For cumulative QoS parameters (i.e., QoS parameters whose end-to-end degradation is
determined by the sum of the partial degradations suffered in each communication system
module).
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∀ qj ∈ cumulative  QoS  parameters  of  service  si{ }

⇒ MQoS (si )q j
=

mj ≤ mj
p

p=1

N

∑

lm j
≥ lm j

p

p=1

N

∑

Mj ≥ Mj
p

p=1

N

∑

lM j
≥ lM j

p

p=1

N

∑



















 

(9)

⇒ Icsi ,q j
(tk ) ≤ Icsi ,q j

p (tk )
p=1

N

∑

 

(10)

For non-cumulative  QoS parameters (i.e., QoS parameters whose end-to-end degradation is
exclusively determined by the module where the parameter suffers the greater degradation).

∀ qj ∈ non − cumulative  QoS  parameters  of  service  si{ }

⇒ MQoS (si )q j
=

m = min mp{ }
lm = max lm p{ } p = 1, 2, 3, ... , N

M = max Mp{ }
lM = max lM p{ }















(11)

⇒ Icsi ,q j
(tk ) = max Icsi ,q j

p (tk ){ }

 

(12)

The results contained in Expressions 10 and 12 are important, as they enable the decomposition
of the end-to-end congestion control problem in a set of more restricted congestion problems,
each pertaining to a communication system module. Using Expressions 4 to 7, 10 and 12, it is
possible to relate the service congestion indexes , Csi

(tk ), and the global system congestion,
Cg(tk ), with the congestion indexes of each of the communication system modules, which
makes it possible to determine the influence of a given individual module in the global system
congestion, as well as to control the congestion in the system modules knowing the end-to-end
constraints imposed by the service.

2.  CONGESTION ARCHITECTURAL FRAMEWORK

The complexity associated with the definition of the functions and mechanisms for congestion
control requires an analysis based on a multi-dimensional model, in which each dimension - or
plane - represents a specific view of the problem. The congestion planes are a result of the
identification of the intervening functional elements, followed by their grouping by affinity,
having in mind the minimization of the interaction between planes. For each plane, there is the
need to identify the functions and mechanisms necessary for their implementation. The
identification of the various congestion control planes, complemented by the characterization of
their respective functions and mechanisms, including the timescales in which they actuate,
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constitutes an architectural framework  for congestion control in communication systems. In
this paper we will only briefly present the proposed architectural planes, and identify their main
functions and mechanisms.

Plane Functions Mechanisms

Services Service characterization and

establishment

Characterization of the P
QoS

 set

Characterization of the service QoS matrixes, M
QoS

Service establishment

Service monitoring Algorithm for the evaluation of I
d

(t
k

)  and  I
c

(t
k

)

Algorithm for the evaluation of C
si

(t
k

)

Algorithm for the evaluation of C
g

(t
k

)

Service control Traffic shaping

Resources Resource planning and creation Resource planning and installation

Resource configuration

Resource control Resource calculation

Resource reservation

Resource control

Resource monitoring Resource monitoring and accounting

Protocols Service acceptance control Service acceptance/refusal

Service QoS matrix verification

Routing control

Traffic monitoring Traffic monitoring
Algorithm for the evaluation of Ic

si ,q j

p
(tk )

Traffic parameter control Transmission scheduling

Traffic policing

Table 1 — Summary of the congestion architectural framework.

2.1  Planes of the congestion control architecture

Congestion control activities can be classified into three main groups: the group concerning the
communication services, the group concerning the communication resources, and the group
concerning the communication protocols and operation. Each of these groups corresponds to an
architectural congestion control plane described below:

• the service plane — that groups the activities related to service characterization. This plane
contains all the aspects of congestion control that relate to communication services or
applications;

• the resource plane — that groups the activities related to resource planning, resource
reservation, and resource monitoring. This plane contains all the aspects of congestion control
that concern the communication resources. The functions of this plane are integrated with or
associated to systems management functions because, according to the OSI reference model
[ISO 89] resource management is one particular aspect of communication systems
management;
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• the protocol plane — this plane contains all the congestion control aspects that are related to
the operation of the communication protocols. Namely, it contains the congestion control
activities related to traffic transportation and traffic monitoring. The functions of this plane are
integrated with or associated to the communication protocols.

Table 1 presents a summary of the congestion control architecture, that enumerates the functions
and mechanisms of each architectural plane.

This multi-dimensional approach to congestion control can also be found in other proposals
[Woodruff 88, Ramamurthy 91, Campbell 94] with different planes and functionality. We
believe that our framework is more general and best suited to the congestion definition and
metric proposed in the first section of this paper.

3.  CONCLUSION

This paper presented an architectural framework for the problem of congestion control in
communication systems that provide services with a variety of needs in terms of quality of
service.

A characterization of the congestion control problem was made, that presented a congestion
definition and proposed a metric for its quantitative evaluation. According to the presented
definition, congestion is evaluated in terms of its effects on communication services — or
applications — that is, in terms of the final objective of all communication systems. The
congestion definition is supported by a metric for its quantification and continuous control,
based on the deviation of the traffic parameters in relation to the service contract.

This paper also analyzed the congestion variation along the communication path, introduced by
the various communication system modules. A set of expressions that relate the end-to-end QoS
parameter values with the corresponding QoS parameters of each module was presented. This
decomposition enables the control of the QoS parameters on a module-by-module basis,
avoiding the need to implement distributed mechanisms with end-to-end scope, with the
guarantee of the end-to-end QoS values specified in the service contract.

An architectural framework for congestion control functions was proposed. The complexity of
the congestion control problem led to the adoption of a multi-dimensional model in which each
dimension represents a particular vision — or plane — of the problem. The framework
proposed three congestion control planes: the communication services plane, the communication
resources plane, and the communication protocols plane.

The service plane covers all the aspects of congestion control related to the communication
services. The resource plane includes the mechanisms related to planning and resource
reservation, as well as the mechanisms related to resource monitoring. The protocol plane
includes all the congestion control aspects that relate to the operation of the communication
system protocol architecture. For each plane, the main functions and mechanisms were
identified.

In addition to provide the means for the quantification of the congestion degree of
communication services and systems, and to the identification of mechanisms, functions and
respective classes, the proposed framework is flexible enough to cover aspects of quality of
service other than congestion control, like, for instance, service priority and service security.
The large scale use of new communication services and systems requires such a framework,
along with the existent protocol and management frameworks of communication systems.
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