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Preface

The Internet has evolved from an academic network for data applications such as
file transfer and net news, to a global general-purpose network used for a variety
of different applications covering electronic mail, voiceover IP, television, peer-
to-peer file sharing, video streaming and many more. The heterogeneity of appli-
cations results in rather different application requirements in terms of bandwidth,
delay, loss, etc. Ideally, the underlying network supportssuch Quality-of-Service
parameters such that applications can request the desired services from the network,
and do not need to take actions by themselves to achieve the desired communica-
tion quality. Initially, the Internet was not designed to support Quality-of-Service,
and only since the last decade have appropriate mechanisms been developed. Those
mechanisms mainly operate on the Internet Protocol (IP) level, but also network-
specific mechanisms—e.g., targeted to particular wired/wireless access network
technologies—are required.

The goal of the European 6th Framework Programme (FP6) Integrated Project
”End-to-end Quality of Service Support over HeterogeneousNetworks” (EuQoS)
was to develop, implement, and evaluate concepts and mechanisms to support QoS
end-to-end, meaning that QoS mechanisms in end systems, access networks, inter-
domain links and within domains must be supported. The EuQoSproject developed
an impressive set of innovative solutions and novel scientific ideas to support end-to-
end QoS in the Internet. New mechanisms and concepts were designed and imple-
mented in a European-wide distributed testbed. In additionto the rather technical
design and implementation work, the project also developedtraining material in-
troducing basic QoS mechanisms and techniques. Several e-learning modules were
developed and are currently being used at several partner universities for teaching
on MSc or PhD levels.

The significant technical and educational results achievedduring the EuQoS
project, motivated us to use the gained knowledge and experiences of the project
partners and write this book on end-to-end QoS in heterogeneous IP networks. The
book basically consists of three parts. In Chapters 1-4, we discuss QoS mecha-
nisms and protocols such as scheduling schemes, QoS architectures metrics and
measurement techniques, traffic engineering and signalling protocols, and the latest
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standardisation activities. Chapter 5 describes related work and recent development
in the area of transport protocols, in particular how TCP canbe optimised towards
QoS support and fairness. The EuQoS system presented in Chapter 6 extends and
combines the basic mechanisms discussed in the previous chapters. We show how a
combination of different QoS enabling mechanisms and protocols can be used and
extended to build a comprehensive end-to-end QoS architecture over heterogeneous
wired/wireless access networks. To evaluate QoS mechanisms and architectures, ap-
propriate evaluation schemes are required. The two chapters in the annex describe
how simulation—in particular the well-known network simulator ns-2—as well as
emulation techniques can be used for tests and evaluations.

This book, which is based on the achievements of the EuQoS project, would not
have been possible to compile without the funding from the European Commission,
as well as the tremendous efforts and enthusiasm of all the people involved in the
project. Special thanks to Mark Günter for proof-reading the text contributions to
this book.

Torsten Braun
Michel Diaz

Jośe Enriquez Gabeiras
Bern, Toulouse, Madrid. January 2008. Thomas Staub
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The EuQoS System
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Giovanni Stea, Halina Tarasiuk, Nicolas Van Wambeke, and Markus Wulff

Abstract The project “End-to-End Quality of Service support over heterogeneous
networks” (EuQoS) is an European research project which has defined a novel ar-
chitecture that builds, uses and manages the end-to-end (e2e) application exchanges
and network paths with Quality of Service (QoS) guarantees across different admin-
istrative domains and heterogeneous networks. This chapter presents the architec-
ture of the EuQoS system as a case study of the concepts introduced in previous
chapters. The EuQoS architecture provides a clear interface that allows the end user
to request a specific QoS level, without changing its application signalling protocol
and using the basic connectivity of the local service provider. A complete set of sup-
porting functions has been implemented: i) Security, Authentication, Authorisation
and Accounting (SAAA); ii) Admission Control; iii) Charging; iv) Signalling and
Service Negotiation; v) Monitoring and Measurements Functions and System (MM-
F/MMS); vi) QoS Routing (QoSR); vii) Failure Management; viii) Traffic Engineer-
ing and Resource Optimisation (TERO). The EuQoS system has been deployed as
a prototype including all the above features, encompassing the most common ac-
cess networks, i.e., xDSL, UMTS, WiFi, and Ethernet, connected through a core
network composed by the National Research and Education Networks (NRENs)
of the project partners and ǴEANT (the European research network). This section
describes the main features of the EuQoS system and presents the mechanisms, al-
gorithms and protocols that have been developed in the project. The results achieved
validate the design choices of the EuQoS system, and confirm the potential impact
that this project is likely to have in the near future.1

1 This work was partially funded by the European Commission through the EuQoS Integrated
Project (contract FP6-004503)
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6.1 Introduction

Due to the increasing demand for using new multimedia applications over the Inter-
net (such as VoIP, video streaming or telemedicine), the provision of QoS to these
novel services is becoming a key driver for ISPs in the futureInternet. In this con-
text, the main challenge is to guarantee the users QoS requirements between the
end points involved in the communication; a new architecture is needed in order
to address this goal. Its main feature is the integration andsynchronisation of the
tasks performed in the different planes of the networks along the end-to-end path.
In order to address this issue, the EuQoS system has been designed to provide guar-
anteed e2e QoS over different underlying network technologies. The EuQoS system
builds, uses, and monitors e2e QoS paths across different administrative domains in
heterogeneous networks.

This chapter presents the final architecture of the EuQoS system as a case study
of the concepts introduced in previous chapters, providinga view on how QoS de-
livery can be supported in real environments using state of the art technologies. The
different aspects of the architecture and the implementation of the EuQoS system
are introduced in the next sections:

• In Section 6.2a top level descriptionof the architecture and the main character-
istics of the EuQoS system are introduced. This high level view presents the key
actions and protocols used to coordinate the different technologies and domains
in the e2e path. The behaviour of the network and the application levels, together
with the way the main system components work, are described.

• Section 6.3 containsthe functional descriptionof the system based on the three
main network design processes, i.e., Provisioning, Invocation and Operation, Ad-
ministration and Management (OAM).

• Section 6.4 presentsthe framework for QoS provision, which specifies the EuQoS
Classes of Service (CoS) and presents how they can be supported in different
underlying network technologies.

• Section 6.5 shows, after the signalling and control phases,how the data will be
transferred using an adequate transport layer. The six different transport layer
services now needed for handling the e2e application-to-application QoS for the
different underlying network CoSs are presented.

• Section 6.6 introduces the novel approach selected in the system to implement
QoS multicast services. The EuQoS Multicast Middleware uses Scribe & Pastry
for defining the Peer-to-Peer (P2P) network and for buildingthe multicast trees.
Pastry is a P2P routing substrate and Scribe builds an overlay structure on top of
Pastry for multicast tree construction.

• Section 6.7 providesa real world exampleof how commercial applications can
be integrated into the EuQoS system. A telemedicine application (Medigraf) is
introduced, and the key aspects needed to integrate it in theEuQoS environment
are shown.
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Fig. 6.1 EuQoS end-to-end network architecture

6.2 Architecture

6.2.1 Goals and Requirements

Following thedivide et imperapremise, the system is founded on a division of the
e2e QoS paradigm along the vertical axis (Service, Control and Transport Planes)
and the horizontal axis (the various network technologies,i.e., the access and the
core networks). This is illustrated in Figure 6.1.

Application signalling allows the caller to contact the callee, obtaining its IP
address, and to agree on the codecs to be used. It works exactly the same as in the
standard Internet nowadays.

The Service Plane, offers access to the EuQoS “QoS on demand”service to pro-
vide QoS connections using specific signalling, requestingthe necessary resources
to the network. Finally, this level is also responsible for authorising, authenticating
and accounting of the user activity, and of filtering the QoS requests according to
the user profile.

The Control Plane implements the mechanisms to translate the application re-
quests to the network layer, and coordinates the e2e path management. The easy
deployment of the EuQoS system has been a key design principle, so that to facil-
itate different domain providers to adopt the EuQoS solution. This has been met
by the specification of a Network Technology Independent level (NTI), responsible
for managing the domain at IP level, and a Network TechnologyDependent level
(NTD), for example performing the algorithms specific for each underlying network
technology. The clear interface between them allows any provider to be integrated
in the e2e QoS solution by just implementing its own components for the NTD.
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The Transport Plane builds the actual e2e paths for the specified Network Classes
of Service. It also includes in the hosts a new transport layer protocol which, can be
optionally used to provide to the applications different Transport Classes of Service,
optimising the data transfer depending on the QoS requestedby the applications and
the selected Network Class of Service.

6.2.2 Functional Blocks and their Main Functions

Figure 6.2 gives a more detailed view of all these interfacesand of all functional
entities composing the EuQoS system, and located at both theclient and server sides.
As shown in this figure, two sides are well differentiated in the EuQoS system: the
EuQoS client and the EuQoS server. At the EuQoS client side, the main functions,
located at the user equipment/host, are:

• TheApplication that the customer wants to use.
• TheApplication Signalling: it allows the caller to contact the callee side and to

agree on their session parameters, e.g., codecs. This function can be performed
by any legacy signalling protocol (as SIP).

• The Quality Control Module (QCM) is responsible for managing the data
structures as required by the EuQoS server and of asking the EuQoS server as-
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sociated to its access domain to establish a QoS session, using the EuQoS “QoS
on demand” service.

• TheTransport Protocols that allow the application to send data to the Transport
Plane in the network with an optimizing protocol.

At the EuQoS server side, the structure of the different planes are as follows:

• The Service Plane: This plane must allow the EuQoS clients to request the es-
tablishment/release/modification of an EuQoS session withe2e QoS guarantees.
In this plane, the key function is the Application Quality Service Signalling Ne-
gotiation (AQ-SSN) module, which provides the ”QoS on Demand” Service to
the end user. This plane also supports authorisation, authentication, accounting,
and billing for each user session. The SAAA is the module responsible for man-
aging user accesses to network resources (Authentication), to grant services and
QoS levels to the requesting users (Authorisation) and to collect accounting data
(Accounting), while the CHAR module is responsible for charging the EuQoS
customers and managing the bills.

• The Control Plane manages the Transport Plane in order to provide the e2e
EQ paths (e2e QoS paths), according to the requests receivedfrom the Service
Plane. So, the Control Plane have to enforce the QoS in its domain underlying
technology of its domains and to synchronise this process with the other domains
involved in the provisioning of the EQ path. It is split into two different levels:

– The Network Technology Independentlevel (NTI) is responsible for man-
aging the domains at IP level. This level considers an abstraction of each do-
main including its topology. The main blocks at this level are the Resource
Manager (RM) and the Path Computation Element (PCE).

– The Network Technology Dependentlevel (NTD) is responsible for per-
forming the resource reservation/release, provisioning of resources, configur-
ing the network elements and algorithms, using the ResourceAllocator (RA)
element. The Measurement and Monitoring Functions and System (MM-
F/MMS) is located at this level.

• TheTransport Plane composed of the network devices that should be managed
by the Control Plane. The main goal of the EuQoS system Transport Plane is
to build, use, and manage the EQ paths across all different underlying network
technologies.

It is important to note that the interaction with the EuQoS system does not imply
the usage of a specific Application Signalling Protocol (such as SIP, H.323, etc.).
This allows the easy integration of any application with theEuQoS system: the user
must only use the QCM to invoke the ”QoS on demand” service in order to request
e2e QoS guarantees.

One of the major strengths of the EuQoS system is the clear specification of
the interactions between the involved entities: clients and QoS provider, Service,
Control and Transport planes, and EuQoS systems located at different ASs. The
main interactions in the EuQoS system are:
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• Application interaction: It allows the users to contact each other and to agree on
the codecs that can be used to start the EuQoS session. Standard SIP is mostly
used, but any other legacy application signalling could be used.

• EuQoS Client to server interaction: In order to setup QoS connections from the
client side, several approaches can be followed:

– EuQoS aware applications: This approach considers the application as part
of the EuQoS system. In this way the Application invokes the QCM module
to provide the QoS connection, and, when an application signalling event is
detected, the QCM contacts the AQ-SSN through a Simple Object Access
Protocol (SOAP) interface to forward the request.

– EuQoS non-aware applications: it allows any legacy application to use QoS
connections even when it is not integrated in the EuQoS system. To do this,
an external program (like a web application) can use the QCM at the client
side to ask the AQ-SSN to establish/release/modify EuQoS sessions.

– Home Gateway integration: When the operator managed equipment (Home
Gateway (HG)) represents the boundary between the operatornetwork and
the home network, the interaction can be considered to be of an inter-domain
type. In this context, the Home Gateway can be considered as an extension of
the EuQoS Control Plane, that interacts with its associatedOperators Control
Plane by means of the EQ-SAP interface to request e2e QoS guarantees in the
segment that cannot be managed by the HG. These two interactions between
the client and server sides are shown in Figure 6.3.
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• Interaction between the Service Plane and the Control Plane: The AQ-SSN mod-
ule requests the services of the Control Plane using the EuQoS Service Access
Point (EQ-SAP) interface, that is implemented using the NSIS protocol .

• Interaction between NTI levels located in different domains: The NSIS protocol
is used in order to exchange QoS invocation between different ASs (required to
provide e2e QoS).

• Interaction between NTI and NTD levels: COPS primitives areused to ask for
the resource reservation and commitment.

In addition to the mentioned functions, the following signalling protocols have been
also implemented as part of the EuQoS system:

• Diameter allows the authentication, authorisation and accounting information ex-
change between the SAAA server and the AQ-SSN module.

• The EQ-BGP routing protocol conveys QoS information between each AS in the
global system.

• The Path Computation Element (PCE) Protocol (PCEP) allows the communica-
tion between different PCEs of the hard model sub-sets of theEQ path.

6.2.3 Control Plane Elements: RM and RA

As explained above, the management and signalling at the Control Plane is mainly
implemented by two components/entities, the Resource Manager (RM) at the Net-
work Technology Independent level and the Resource Allocator (RA) at the Net-
work Technology Dependent level.

6.2.3.1 Resource Manager Architecture

The RM is the Network Technology Independent entity responsible for managing
the invocation and provisioning processes (see Section 6.3). RM entities can be
deployed in each domain according to the size of the domain.

The RM provides the interface to the Service Plane and to trusted terminals,
called EQ-SAP (EQ-Service Access Point), in order to allow these entities to request
QoS guarantees for specific flows, while it also provides the interface to the RMs
belonging to other network domains involved in provisioning e2e QoS guarantees.
The main functions performed by the Resource Manager are:

• RM supports resource and admission control within a single administrative do-
main and between administrative domains: The RM is the core element of the
EuQoS system that contacts the technology specific ResourceAllocators (RAs)
to enforce the admission control decisions. It further contacts the RMs located
in the other domains involved in the EQ path and configures theresources for
guaranteeing the QoS requests.
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• Verification of resource availability on an e2e basis: The RMapplies an e2e Con-
nection Admission Control (CAC) that checks whether there is a provisioned
e2e path that meets the QoS requests.

• The final decision point is located at the RM, since it should decide the admis-
sion/rejection of a new session according the reservation results in its domain
and in other domains.

• Network selection: The RM locates the core networks (via NSIS protocol) and
the RAs that enforces the final admission decisions.

• The RM checks whether the connection requests meet the operator policies for
this domain. These policies are a simple set of conditions formulated as the max-
imum bandwidth and QoS parameter limits supported by this domain for each
e2e CoS.

• Network topology maintenance: The RM maintains the inter-domain topology
used during invocation process.

• Network resource maintenance: The RM maintains information about the ex-
pected usage of resources and collects information from different measurement
MMF/MMS tools to infer the current usage of the network resources.

There is a complimentary element in the NTI level, called thePath Computation
Element (PCE), which is used during the provisioning process in case that MPLS-
TE technologies are used (see Section 6.3.1.1). The rationale behind the PCE is to
delegate the computation of the best MPLS path to a dedicatedserver, offloading
the RM from this specialised task.

6.2.3.2 Resource Allocator Architecture

The Resource Allocator (RA) is a technology-dependent module responsible for
providing and managing QoS in the underlying networks. The RA enforces the traf-
fic handling rules to implement the Classes of Service (CoS) in each network, as
specified in Section 6.4. In general, the RA performs the tasks that come from the
provisioning and invocation processes and from the monitoring functions (see Sec-
tion 6.3).

The EuQoS architecture now assumes that a single RA (see Fig.6.4) is deployed
in a given domain and that it manages all the resources that are critical from the
point of view of QoS assurance. A pool of RAs could be used instead. The main
functionalities covered by this element are the following:

• QoS and priority mapping technology dependent: The CAC makes the final map-
ping from e2e CoSs (network CoSs) to technology dependent CoSs.

• Gate control: This function is limited and exists only if particular technology
operates in a gateway (UMTS, possible for xDSL).

• IP packet marking and rate limiting control: If a given technology is able to
perform this function, the RA triggers this feature. Otherwise, one must provide
a traffic conditioning module that marks packets generated by end users when
they enter the network.
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• Technology dependent decision point: The RA will be responsible of accept-
ing/rejecting one connection request to the specific technology policies.

• Network topology maintenance: The topology information managed by the RA is
reduced and covers only access networks operating below IP level. Particularly,
when the dynamic IP address allocation is used, the RA must beable to find out
the exact location of the user.

• Network resource maintenance: The RA controls resources taking into account
provisioning and invocation point of view.

• Element resource control: The RA provides configuration andmanagement of
transport elements not only at aggregate level, but also per-flow if access tech-
nology allows for it.

6.3 Provisioning, Invocation, and Operation, Administration and
Management

EuQoS QoS guaranteed paths (EQ paths) are the EuQoS defined QoS paths pro-
viding a given end-to-end QoS. They are implemented in the Transport Plane over a
wide variety of technologies and networks, and are built, used, and monitored by the
Control Plane in order to provide the QoS needed by the Service Plane. The purpose
of these EQ paths is to provide quality guarantees to applications on an e2e basis.
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Each EQ path corresponds to a given set of QoS parameters, i.e., those correspond-
ing to the selected Class of Service (CoS). The EuQoS system acts at three different
levels:

• The provisioning process is responsible for building the EQpaths across network
domains at both independent and dependent network levels. The time scale is in
the order of hours or days and it is triggered according to inter-operator agree-
ments.

• The invocation process uses the EQ paths by selecting the most appropriate one,
and performs CAC to protect EQ paths from congestion. This process is triggered
by the end users when a new session request is sent to the EuQoSsystem.

• The Operation, Administration And Maintenance (OAM) process protects EQ
paths from failure and interacts with the provisioning and invocation processes
to repair EQ paths if needed. It also provides the necessary supervision and mea-
surement functions.

In this section, a more detailed description of the provisioning, invocation, and
operation, administration and management (OAM) processesis provided.

6.3.1 Provisioning Process

The provisioning process is responsible for:

• computing and setting up e2e data paths between access networks,
• provisioning resources across the different ASs along the path so that QoS guar-

antees are enforced.

The provisioning process is managed by the Traffic Engineering and Resource Op-
timisation (TERO) module inside each RM.

6.3.1.1 Resource Provisioning

The EuQoS provisioning process defines two provisioning models, namely the
Loose Modeland theHard Model, which integration allows providers to control
the balance between manageability and scalability of the system.

Loose Model

The loose model designs the transport path (between the sending and receiving
entities) by starting from the data path. The data path is first selected by a routing
protocol, and then the signalling protocol has to reserve the resources for this data
path. In the loose model, resources are independently provisioned in every AS. Al-
though resources are provisioned per CoS, there is no specific binding of reserved
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resources to e2e paths (EQ paths). Therefore, the resourcesrequired for establishing
a single user connection along an EQ path are dynamically composed and associ-
ated to that path by the Call Admission Control (CAC) function at connection setup
time, i.e., during the invocation process.

EQ paths are established by means of an EuQoS handling (EQ-BGP) of the Q-
BGP protocol, an inter-domain QoS routing protocol, whose objective is to establish
e2e paths that offer the most suitable QoS guarantees, taking into account the QoS
capabilities of each domain (see section 6.3.1.2). EQ-BGP advertises the reachabil-
ity of given destinations for each CoS, together with an estimate of the e2e QoS
along the selected EQ path.

The main advantage of the loose model is that it requires minimum coupling
among the Autonomous Systems (AS) along the EQ path. In fact,it only requires
peering agreements between neighbouring Autonomous Systems, without any e2e
concept (and related management requirements). As such, itcan be considered as
the basic Internet-wide model, which is suitable for any policies implemented by a
provider with the single constraint of supporting EQ-BGP. For technologies that do
not support EQ-BGP or for domains where EQ-BGP is not suitable, the solution is
to use EQ-BGP in the RM instead of in the border routers. In this case, the multi-hop
classical BGP option is used to link the peering entities.

The main disadvantage of the loose model is the amount of signalling involved
in the call setup/teardown process, due to the dynamic binding of resources to the
EQ path.

Hard Model

The hard model is based on the concept of an EuQoS defined link,called the EQ
link. An EQ link is a configured transport path, having known QoS characteristics
between any two nodes in different (non-neighbouring) ASs,and behaving like a
virtual inter-domain link interconnecting a pair of neighbouring border routers. As
such, it is associated to a specific CoS, not to a session (i.e., it carries traffic aggre-
gates). Resources (bandwidth and buffers) are explicitly reserved for its exclusive
use as part of the provisioning process. In practice, an EQ link is established as
a DiffServ MPLS-TE tunnel, which may span over multiple domains or ASs (see
Chapter 3). Thus, it is semi-static, with resources associated to it, and it can be pro-
tected against failures. Based on this concept, an EQ path may be simply built, at
provisioning time, by establishing a corresponding EQ linkon demand across the
Internet between two networks.

EQ link establishment needs specific means for the computation of the AS path
along which the EQ link is setup. In fact, in today routers, on-line path computation
is done at the head-end Label Switch Router (LSR), but this has some limitations.
In particular, in an inter-area and inter-AS context, the head-end routers only have a
partial visibility of the topology and cannot compute an e2epath. To solve this issue,
a two-steps approach is implemented in the EuQoS system as shown in Fig. 6.5.



148 6 The EuQoS System

Fig. 6.5 PCE integration in EuQoS

• First, the best AS path between the two ASs is computed through direct interac-
tion of the TERO modules in neighbouring domains. The computation takes into
account QoS objectives, resource availability, and administrative constraints that
may limit the reachability of the destination with the CoS ofthe EQ link.

• Then, the actual node-by-node path computation relies on a Path Computation
Element (PCE) chain along the computed AS path (see [123]). The rationale
behind the PCE is to delegate the computation of the best pathto a dedicated
server, i.e., the PCE itself. The PCE serves path computation requests sent by a
client. Although the original Internet Engineering Task Force (IETF) charter for
PCE was meant to take into account only intra-domain path computations, the
multi-area was in the scope of the PCE Working Group. In fact,since PCEs can
communicate with each other, they can cooperate for computing a path that spans
across several ASs. The Path Computation Element Communication Protocol
(PCECP) is used for the communication between the PCEs. The result of the
computation is delivered as an Explicit Route Object (ERO) to the TERO module.

The EuQoS system relies on the PCE concept to implement multi-domain EQ
link setup. A detailed description of the functional requirements and specifications
needed to setup EQ links is given in [124].

The advantages and disadvantages of the hard model are opposite to the loose
model. First of all, it reduces the signalling required to setup connections. Signalling
is only required in the access domains and at the entrance of an EQ link, and re-
sources are already bound at the provisioning time. Furthermore, it can optimise
resource provisioning by exploiting inter-domain multi-path capabilities on a per-
CoS basis. On the other hand, such a model entails complex path setup procedures,



6.3 Provisioning, Invocation, and Operation, Administration and Management 149

requiring a strong degree of cooperation between remote ASs. Furthermore, it re-
quires support of DiffServ MPLS-TE in the whole core, and as such its applicability
is limited to the domains where this mechanism is present.

In summary, regarding the EQ path building there are two possible approaches at
the two ends of the spectrum:

• At one end, an EQ path is the result of a sequence (as determined by EQ-BGP)
of a number of ingress-egress boarder router paths, each belonging to a single
AS, and resources are provisioned e2e per session and per domain as part of the
invocation process (loose model).

• At the other end, an EQ path is implemented by a dedicated complete e2e access
network-to-access network EQ link, and resources are provisioned e2e per EQ
path as part of the provisioning process (hard model). Note that the latter would
obviously imply that a full mesh of EQ links connecting access domains could
be setup – at least theoretically.

As a a consequence, network provisionning in EuQoS becomes quite flexible, as
selecting any combination of loose/BGP-based and hard/MPLS-based paths is pos-
sible, depending on different type of constraints, as contexts, agreements, policies,
etc.

6.3.1.2 EQ-BGP: Enhanced QoS Border Gateway Protocol

The Enhanced QoS Border Gateway Protocol (EQ-BGP) [125, 126] is the inter-
domain QoS routing protocol developed within the EuQoS project. Its objective is
to advertise and select the inter-domain routing paths taking into account QoS ob-
jectives of e2e CoSs (as defined in Table 6.2). EQ-BGP extendsthe currently used
BGP (BGP-4) [127] inter-domain routing protocol in severalways. First, it defines
the QoS Network Layer Reachability Information (QoS NLRI) path attribute that
conveys information about e2e CoSs offered on advertised paths. Second, it uses
the QoS assembling function for computing aggregated values of QoS parameters
guaranteed by each segment of a path. Third, EQ-BGP defines the QoS-aware deci-
sion algorithms for selecting routing paths. Fourth, EQ-BGP keeps separate routing
table for each e2e CoS.

EQ-BGP performs QoS routing taking into account the QoS guarantees provided
by particular domains in multi-domain networks. For that purpose, EQ-BGP routers
advertise information about the reachable destinations jointly with aggregated val-
ues of the QoS parameters guaranteed by e2e CoSs on currentlyused paths. Those
aggregated values are calculated taking into account the impact of all domains and
inter-domain links on the path towards a given destination.Then, the neighbour-
ing EQ-BGP routers update received values of QoS parameterstaking into ac-
count contribution of their domains and then decide about their routing. In case
of any changes, the routers advertise them to neighbours. Finally, EQ-BGP sets the
roadmap of paths that are available for all e2e CoSs. The roadmap provides also
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Fig. 6.6 Example of EQ-BGP operation

values of QoS parameters that are guaranteed between each pair of source and des-
tination prefixes.

Figure 6.6 shows an example of how QoS routing information iscomputed and
advertised in the network using EQ-BGP. For the sake of simplicity, we assume
a simple network consisting of three domains A, B and C that support only one
e2e CoS. Each EQ-BGP router is aware of the values of the QoS parameters that
are assured inside its domain (QA, QB or QC depending on the domain) as well
as on its corresponding inter-domain link (QA−>B or QB−>A, respectively). Those
values should correspond to the maximum admissible load that are allowed by the
admission control function. The actual values should be fixed during the network
provisioning process taking into account details of domainconfiguration, used tech-
nology, provider policies, etc. The values of QoS parameters typically change at
provisioning time scales, e.g. in the order of days or weeks,so route changes due to
frequent variations of the QoS values are not expected.

Now, let us consider the case when Domain C advertises a new prefix, saypre fc.
Then, the routing information is propagated towards DomainA through Domain
B. Figure 6.6 shows the routing tables of the border EQ-BGP routers along the
path. During this process EQ-BGP routers aggregate the values of the QoS param-
eters taking into account the QoS contribution of particular domains as well as the
inter-domain links on the path towardspre fc advertised by Domain C. For example,
domain A learns the e2e QoS path towards the destinationpre fc, with QoS cor-
responding toQA⊕QA−>B⊕QB ⊕QB−>C ⊕QC for considered CoS, wherein the
operator⊕ denotes QoS assembling function. Taking into account that QoS param-
eters used by the e2e CoSs can be treated as additive, we use a simple sum function.

The values of QoS parameters are advertised using the QoS Network Layer
Reachability Information (NLRI) path attribute presentedin Figure 6.7. The at-
tribute begins with the attribute header that contains flags, type indicator and the
attribute length. The flags are used to inform routers that information carried in
the QoS NLRI attribute is optional, non-transitive, and complete. The main part of
the attribute contains a number of structures describing particular e2e CoSs. Each
structure covers the e2e CoS identifier and three fields including IP Packet Transfer
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Fig. 6.7 Format of the QOS Network Layer Reachability Information path attribute

Delay (IPTD), IP Packet Delay Variation (IPDV) and IP PacketLoss Ratio (IPLR)
parameters. Values of IPTD, IPDV are expressed inµsec, while IPLR is carried in
the exponent form:−1000∗ log10(IPLR).

EQ-BGP uses the QoS-aware decision algorithm. It allows therouters to compare
the paths going toward a given destination and then to select“the best” one from the
viewpoint of QoS objectives of particular e2e CoSs. The algorithm adds a new step
in the routing decision process that evaluates the Degree ofPreference (DoP) factor
based on the values of QoS parameters carried in the QoS NLRI attributes. The
degree of preference is used before the path length criterion. So, EQ-BGP will first
consider the QoS level offered by the available paths and if this criterion does not
decide, the router will select the shortest path. The next decision steps are the same
as in case of the BGP-4 protocol.



152 6 The EuQoS System

6.3.2 Invocation Process

This section presents the invocation process in the EuQoS system, explaining the
signalling chain, the devices and functions triggered in each server involved in a
session establishment.

6.3.2.1 Invocation in the Service Plane

The application invocation and signalling phase is used to trigger the application-
to-application negotiation and then, if positive, to trigger the network invocation
process described in 6.3.2.2.

Taking into account that some applications already have different application
signalling, such as H323, SIP or any other ad-hoc protocols,EuQoS proposes a new
application level architecture that avoids the restriction of using EuQoS application
signalling based on SIP as the only way to interact with the EuQoS network server.
The key point of this approach has been to define a “QoS on-demand” service.

Two reference points are being defined to ask for the e2e QoS on-demand service:

• An interface provided by AQ-SSN to the EuQoS clients allows the clients to ask
for an e2e QoS request. This interface is implemented using SOAP.

• the RM Service Access Point API (EQ-SAP) for trusted legacy terminals (e.g.,
as it is proposed in the Home Gateway Initiative) or for any other allowed entity.

It is important to note that this approach makes the clients able to ask directly for
QoS parameter reservation to the EuQoS system (that means, the user asks for an
e2e CoS for a set of flows, and the user provides its credentials to be authorised and
charged) after obtaining the IP address and ports to be used by the callee side.

As explained in the general architecture description (6.2.2), several scenarios can
use this architecture. More details can be found in [128].

• EuQoS aware application using QoS-on-Demand service
• QoS-on-Demand services used by administrators for legacy applications, via a

web interface.
• Trusted terminals, as home gateways, using EQ-SAP to reserve QoS.

In order to support these scenarios, the main goal of this newapproach is to clearly
specify the interfaces exposed by the AQ-SSN and RM, QoS on demand and EQ-
SAP services, respectively. Table 6.3.2.1 tries to sum up the main characteristics of
these reference points.

6.3.2.2 Invocation in the Control Plane

A straightforward invocation process could be as follows:
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QoS on demand service EQ-SAP
Service provider AQ-SSN RM
Service client QCM and user administrator via web

interface
AQ-SSN and trusted terminals

Information This service must support request- This service must support request-
exchange response transactions and shall response transactions and shall
requirements provide a reliable delivery of the mes-

sages.
provide a reliable delivery of the mes-
sages.

Information Requests: Requests:
flows exchanged

• Perform Reservation
• Modify Reservation
• Terminate Reservation

Responses:

• QoS Answer to perform requests.
• Result of the reservation termina-

tion

• Perform Reservation Commit
• Modify Reservation
• Terminate reservation

Responses

• Resources available to reserve and
modify requests

• No response to terminate request.
It is considered that the connection
release is always successful

Table 6.1 Brief description of EuQoS main interfaces

• All domains involved in the EQ path must be asked to reserve the resources
corresponding to the connection. This would require a high amount of signalling
traffic and a high number of configuration on network equipment.

• The resources in each domain are reserved sequentially. This is not optimal if the
setup time is a critical performance parameter, and would have a higher impact
if the reservation of all the flows belonging to the same session would be also
performed sequentially.

To address the first problem, the hard model has been implemented in the EuQoS
system (see section 6.3.1.1). The configuration of transit domains is performed only
during the provisioning process instead of during the invocation process. In this way,
the signalling load is reduced and the configuration of network equipment in core
networks that are supposed to aggregate the traffic from different access networks
is not performed during the invocation process. If we consider the simple scenario
shown in Fig. 6.8 to explain the invocation chain, the transit domain AS1 will not be
asked to reserve resources during invocation process sinceaccess networks 1 and 2
will see the EQ path as a link with a specific capacity.

Regarding the second problem, the invocation chain scheme has been designed
so that to perform as many actions as possible in parallel.

When the AQ-SSN at the caller side receives the request to establish a new Eu-
QoS session, it can ask the RM to reserve all connections fromboth directions (caller
to callee side or callee to caller) in parallel, without waiting for the first QoS connec-
tion request response. The RM will process these requests inparallel triggering all
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Fig. 6.8 Invocation scenario

Fig. 6.9 Invocation sequence diagram

the domains involved in the EQ path. The RM located at the caller side will receive
all requests needed to reserve the resources for unidirectional flows.

In this scenario two cases can be distinguished, depending on the source IP ad-
dress of the data flow:

1. The source IP address of the data flow belongs to the (caller) RM administra-
tive domain. In this case the RM receives in the EQ-SAP interface the request
to reserve resources for a flow whose IP address belongs to itsadministrative
domain. In order to allow the parallel configuration of network equipment at the
access networks, the RM forwards the requests to reserve resources to the next
domain after performing the CAC algorithm specific for each technology. The
RM effectively reserves the resources while other domains are performing the
checking/configuration of their resources. In order to assure that the client has
an e2e path with guaranteed QoS, each domain will only send back the confir-
mation response after receiving the confirmation of the reserved resources from
its RA. The sequence of exchanged messages is shown in Fig. 6.9. As it can
be seen, this scheme allows configuring in parallel resources in both access net-



6.3 Provisioning, Invocation, and Operation, Administration and Management 155

Fig. 6.10 Destination initiated scenario

works. This is interesting, because if, e.g., the first access network is UMTS (the
time to establish a session is around 5-10s) and the second isa WiFi domain (this
would require around 1-2s), the time required to the configuration of the WiFi
equipment would not be added to the time to establish the UMTSsession.

2. The source IP address of the data flow does not belong to the RM1 administrative
domain. In this case the RM1 (caller side) must resend the request to the RM2
(located at the callee side) and be aware of the result of the reservation. In order
to do that, the NSIS NOTIFY message will be used to transport the requests
and responses between the access RMs, as shown in Fig. 6.10. The connection
establishment from access network 2 to access network 1 follows the description
presented in the previous case.

6.3.2.3 Sometimes Per Flow Model

Taking into account the benefits and drawbacks of the loose and hard options men-
tioned earlier, an intermediate solution has been proposed, named SomeTimes Per
Flow (STPF). The details about the STPF model can be found in [129]. The STPF
assumes that the resources provisioned for a given CoS in considered domains are
divided into two main parts, where one part is reserved only for handling the calls on
the basis of thehard modelscheme (as multi-domains EQ links) while the second
part is handled by theloose modelscheme.

The resources designated to operate loosely per-flow can be used only when there
are no resources available in the corresponding hard EQ link. As a consequence,
the majority of the call requests should use the hard model, and will not use the
full reservation scheme. The full reservation process is then used only for a certain
percentage of calls. In this way, it is expected to get high resource utilisation while
the required signalling traffic will be noticeably reduced.
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6.3.3 Operation, Administration and Management

In order to guarantee the QoS commitment, the EuQoS system performs two ac-
tions: the first is the admission control, and the second is the monitoring of the EQ
path. This second goal is the main goal of the OAM process. Monitoring is done by
means of measurement and fault management.

The measurement sub-system allows the EuQoS system to verify that EQ paths
are not overbooked (i.e. the maximum allocated bandwidth corresponds, more or
less, to the sum of reserved bandwidth). The fault management sub-system allows
verification of the EQ path continuity and takes care of device, node, and link fail-
ures. These two sub-systems interact with the invocation process (so that the CAC
adjusts the admission control threshold), and the provisioning process (in order to
re-compute the EQ path in case of node or link failure). This path protection can
be improved by setting up some backup paths by means of a Fast Re-Route (FRR)
mechanism when EQ paths are built with MPLS-TE in the hard model.

In order to monitor the provided QoS, the MMF/MMS functions of the EuQoS
system monitor the QoS parameters (IPLR, IPTD and IPDV) and the used band-
width per aggregate. In order to do that, different probes are distributed in each
EuQoS domain and the information is reported to all functions involved in the in-
vocation processes. Moreover, the MMF/MMS manages a set of thresholds for QoS
parameters and global link utilisation. In case that any of these thresholds is over-
loaded, an alarm event is generated.

Moreover, for the loose model, the monitoring system will compare the actual
EQ-BGP routes with the Service Level Agreement (SLA) information being man-
aged by the TERO module, in order to check that the information agreed between
different operators corresponds to the real usage of the network.

The final specification of the functionalities to be covered by the MMF/MMS
subsystem of the EuQoS system are described in [130].

6.4 End-to-End Classes of Service in Heterogeneous Networks

This section describes the framework defined in the EuQoS system for providing at
the application and at the network layers e2e QoS for heterogeneous multi-domain
networks. It presents how connections requiring QoS are established between com-
municating hosts attached to different access networks. Access networks can be built
on different technologies such as xDSL, UMTS, LAN, WiFi, MPLS ad Satellite, and
can be interconnected by many IP-based core domains. Furthermore, implementing
the framework means to transfer packets while guaranteeingsome QoS parameters,
i.e. packet delay (IPTD), variation of the packet delay (IPDV) and packet loss ratio
(IPLR). The proposed solution should assure that the optimal values of the above
parameters are satisfied. The EuQoS approach establishes inthe network a number
of, so called, Classes of Services (CoSs). The term of Class of Service (CoS) is a
service the network offers to traffic streams ([14], [76], [131], [132], [133]).
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The rest of this section is organised as follows. Section 6.4.1 describes the imple-
mented e2e CoSs in EuQoS explaining their roles and their QoSobjectives. Section
6.4.2 explains the main assumptions that have been made for QoS mechanisms and
algorithms required for implementing e2e CoSs in the underlying technologies. It
focuses on the specification of generic CAC (Connection Admission Control) algo-
rithms that is the key-element for providing QoS guaranteesat the network level.
Finally, Section 6.4.3 gives the basic approaches for providing e2e CoSs in each un-
derlying technologies as IP inter-domain links, xDSL, LAN/Ethernet, WiFi, UMTS,
MPLS and satellite.

6.4.1 End-to-end Classes of Service in EuQoS

EuQoS assumes that a user can use 6 e2e CoSs (e2e CoSs) that differ in their QoS
objectives. A specific CoS is used for handling packets generated by a given type of
application as, for example, VoIP connections. Table 6.2 shows the complete set of
the CoSs as proposed for the DiffServ architecture [20], [134]). In EuQoS, a subset
of these CoSs has been implemented (marked in bold in Table 6.2), as follows:

• The Telephony e2e CoS belongs to the Real Time (RT) class and is mainly ded-
icated for handling VoIP, emitting streaming traffic of CBR or VBR type. This
CoS requires strict QoS guarantees with respect to the selected values of IPTD,
IPDV and IPLR.

• The RT Interactive e2e CoS: this class belongs to the RT classand is mainly ded-
icated for handling VTC (Video-Tele Conferences) as well asinteractive games
such as NEXUIZ [135] by emitting streaming traffic of CBR or VBR type. This
CoS requires strict QoS guarantees with respect to assumed values of IPTD,
IPDV and IPLR. This CoS and Telephony CoS differ in packet lengths (rather
small for VoIP compared to VTC) and required bandwidth (again, smaller for
VoIP) while the required QoS level is similar.

• The Signalling e2e CoS belongs to the RT class and is mainly dedicated for han-
dling application, routing and network signalling traffic.This CoS provides strict
guarantees with respect to assumed values of IPTD, IPDV and IPLR. This e2e
CoS can guarantee fast connection set-up times. More details about dimensioning
this class are in [136].

• The Multi-Media (MM) Streaming e2e CoS belongs to the NRT (Non RT) class
and is dedicated for handling streaming traffic (CBR or VBR) generated by VoD
(Video on Demand) applications. This e2e CoS provides strict guarantees with
respect to assumed values of IPTD and IPLR, but the value of IPDV is not critical.

• The High Throughput Data (HTD) e2e CoS belongs to the NRT class and is
dedicated for handling elastic traffic generated by TCP-controlled applications
(as in medical applications as Medigraf [137]). As for MM Streaming, this CoS
provides strict guarantees with respect to IPTD and IPLR, while the value of
IPDV is not critical.
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End-To QoS Objectives EuQoS Applications
Treatment -End Medigraf
aggregate Service IPLR Mean IPDV NEX- VoIP VTC VoD Collabo- Data

Class IPTD UIZ VTC ration transfer Chat
Network

CTRL Control 10−3 100 ms 50 ms
100/350 ms

Telephony 10−3 (local/long 50 ms X
distance)

Signalling 10−3 100 ms U
Real MM Con-
Time ferencing 10−3 100 ms 50 ms

100/350 ms
RT 10−3 (local/long 50 ms X X X

Interactive distance)
Broadcast

video 10−3 100 ms 50 ms
MM 1 s

Non-Real Streaming 10−3 non critical U X
Time / Low Latency

Assured Data 10−3 400 ms U
Elastic OAM 10−3 400 ms U

High
Throughput 10−3 1 s U X

Data non critical
Standard U U U X

Elastic LowPriority
Data U U U

Table 6.2 Mapping of EuQoS Applications to Classes of Service

e2e CoS DSCP NameDSCP Value
Telephony EF 101110
Signalling CS5 101000

RT Interactive CS4 100000
MM Streaming AF3x 011xx0*

High Throughput Data AF1x 001xx0*
Standard DF 000000

Table 6.3 DSCP codes/names for e2e CoSs in EuQoS (* xx∈ {01,10,11})

• The Standard e2e CoS provides best effort and it means that noguarantee is
provided for the IPTD, IPDV and IPLR parameters but the network allocates a
given amount of bandwidth to this CoS.

The network will recognise that an IP packet belongs to a given e2e CoS by
analysing the DSCP (Differentiated Services Code Point) field in IPv4 or the Type
of Service (TOS) field in IPv6. The appropriate code in the packet is assigned by
the user equipment and again by the first network element thathandles the packet.
Table 6.3 shows the DSCP codes/names corresponding to the e2e CoS in EuQoS as
proposed in [20].

Figure 6.11 shows the concepts followed for implementing the above specified
set of CoSs, regarded as globally known by the users (and the user QoS-aware appli-
cations). A user who wants to use a given application (VoD, VoIP etc.) activates its
QoS and submits its QoS request to the predefined e2e CoS, accordingly to the map-
ping given in Table 6.2. In EuQoS, possible paths are EQ paths, and when the path
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Fig. 6.11 Concept of e2e CoSs for implementation in EuQoS system

is established, the QoS request in sent to the RMs situated along this path. When a
RM receives the QoS request, it communicates with its associated RA elements for
checking whether the requested resources are available in the underlying network
(see section 6.3.2).

The simplest solution occurs when a given underlying technology supports by
itself the same CoSs as EuQoS, in terms of handled traffic profiles and QoS guar-
antees. However, for some underlying network technologiesthere are not clearly
specified CoSs that are compatible with the e2e EuQoS CoSs. So, new EuQoS spe-
cific solutions have been investigated and implemented for providing packet transfer
capabilities as requested by e2e EuQoS CoSs.

Depending on the capabilities of the network technologies,the proposed solu-
tions are mainly based on providing an adequate Connection Admission Control
(CAC) function to limit the QoS traffics, and on tuning the available QoS mecha-
nisms (schedulers, shapers, policers etc.) in the network elements (IP routers, access
points in WiFi, LAN/Ethernet switches etc.).
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6.4.2 QoS Mechanisms and Algorithms for Specification of e2e
Classes of Service

The i-th (i = 1, ...,6) e2e EuQoS CoS is designed for handling streams having a
given traffic profile, i.e., to assure adequate packet transfer characteristics (maxi-
mum allowed values forIPTDe2e,i , IPDVe2e,i andIPLRe2e,i ). Furthermore, the i-th
e2e CoS over heterogeneous multi-domain network needs a compatibleCoSj ,i for
each domainj along the e2e path (j = 1, ...,N; N is the number of different domains
along the path), also expressed by the above mentioned threeparameters,IPTD j ,i ,
IPDVj ,i andIPLRj ,i. Due to the additive properties of IPTD, IPDV and IPLR2, for
each i-th e2e CoS we have :

IPTDe2e,i =
N

∑
j=1

IPTD j ,i

IPDVe2e,i =
N

∑
j=1

IPDVj ,i

IPLRe2e,i
∼=

N

∑
j=1

IPLRj ,i (6.1)

Note, that in equations 6.1 for a given e2e CoS we take into account only the
parameters that are specified.

The general principles used to design CoSs mean: (1) to allocate resources for
the considered class, (2) to apply QoS mechanisms (in network devices) for forcing
required packet transfer characteristics, and (3) to limitthe traffic submitted to these
resources by an appropriate CAC.

Let us illustrate these rules by considering an e2e CoS that handles traffic streams
described by a Peak Rate (PR) and requiring transfer characteristics not larger than
the predefined valuesIPTDe2e, IPDVe2e andIPLRe2e. Let us also assume that after
the provisioning process, the requirements for a given domain are the predefined
maximum values of parameters IPTD, IPDV and IPLR.

Example: Designing CoS with predefined maximum values of parameters IPTD,
IPDV and IPLR. The CoS handles the traffic streams with declared PRs.

(1) Allocation of resources
The required resources for the CoS are usually represented by the link capacity
(C) and an associated buffer (B). The CoS is designed for handling packet streams
emitted by applications with similar traffic characteristics. So, for the sake of

2 For two domains withIPLR1 in domain 1 andIPLR2 in domain 2, the resultingIPLR is
IPLR1+2 = IPLR1 + IPLR2− IPLR1∗ IPLR2. In practical cases,IPLR1+2 is aroundIPLR1 + IPLR2
asIPLR1 ∗ IPLR2 << IPLR1 + IPLR2. Therefore it can be considered as additive.
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simplicity, we can assume that the applications generate the packets with constant
length (L). In this case, we can control IPDV by settingB andC, since:

IPDV =
LB
C

(6.2)

Furthermore, the commonly known condition in the case when anumber of
packet streams is multiplexed on a single link is that the link utilisation should
be less than 1. The condition for maximum link utilisation, sayρmax, comes from
constraints on IPLR or IPTD. The relations for IPLR and IPTD,derived from the
analysis of the M/D/1/B [138] and M/D/1 (e.g., [139]) respectively, are:

ρIPTD =
2B

2B− ln(IPLR)
(6.3)

ρIPTD =
2(IPTD−Tprop− L

C)

2IPTD−2Tprop− L
C

(6.4)

whereTprop represents propagation delay. Finally, we calculateρmax from:

ρmax= min[ρIPTD,ρIPTD] (6.5)

The term 6.3 dominates in the most practical cases and 6.4 occurs only when
the links have large propagation delays and rather low capacity C, e.g. for
a case whereTprop = 90ms, C < 4.4 MBps, B = 10 packets, IPLR = 10−3,
L = 150BytesandIPTD = 100ms.

(2) To apply available QoS mechanisms in devices for forcing required packet trans-
fer characteristics
The set of QoS mechanisms that are available in network devices differs de-
pending on the underlying technology. Anyway, at least for now, the reference
QoS mechanisms are specified as PHB mechanisms in the DiffServ architec-
ture. Assuring the requested packet transfer characteristics is based on the type
of available schedulers. The preferred schedulers are Weighted Fair Queueing
(WFQ) and Priority Queuing - Weighted Fair Queuing (PQ-WFQ)because they
assure isolation between CoSs, i.e., guaranteeing isolated buffer size and a given
percentage of the total link capacity. So, the traffic belonging to a given CoS is
gathered in a dedicated queue.

(3) Limiting the traffic submitted
Limiting the traffic submitted to a given CoS can be obtained by applying the
following well known formula for peak rate allocation [138]

PRnew+
K

∑
i=1

PRi ≤ ρmaxC (6.6)
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e2e Class of Service Inter-domain Class of Service
Signalling Signalling (S-CoS)
Telephony

Real Time Interactive Real Time (RT CoS)
Multi-Media Streaming

High Throughput Data (HTD) Non Real Time (NRT CoS)
Standard Standard (STD CoS)

Table 6.4 Mapping between EuQoS e2e CoSs and the inter-domain CoSs

wherePRnew is the peak rate of new connection requests whileK is the number
of running connections, each ofPRi (i = 1, ...,K). The CAC function is invoked
during the invocation process in its setup procedure.

6.4.3 Implementation of e2e Classes of Service in Underlying
Technologies

This subsection provides a very brief description of the technology specific CoSs,
associated to e2e CoSs as specified by EuQoS. The approaches have been imple-
mented and tested in the PAN-European testbed environment ([124]).

6.4.3.1 Inter-Domain Links

Inter-domain links connect two peering ASs and have two unidirectional links, one
for each direction. More precisely, the inter-domain link for one direction begins at
the output port at the egress Border Router (BR) in one domainand it terminates
at the ingress BR of the peering domain. The Per Hop Behavior (PHB) mecha-
nisms that are implemented in the egress BR, including such schedulers as PQ-WFQ
or/and WFQ, can be used.

EuQoS defined four inter-domain CoSs that are: (1) Signalling (S-CoS), (2) Real
Time (RT CoS), (3) Non Real Time (NRT CoS), and (4) Standard (STD). Table 6.4
shows the mapping of EuQoS e2e CoSs (see Table 6.2) to the inter-domain CoSs.

For inter-domain, the CAC function is performed in the egress BR, at its output
port. Each inter-domain BR follows the DiffServ concept, i.e. packets belonging to
Telephony and Real Time interactive streams are treated by the router according
to the same PHB as specified for the Real Time CoS, and packets belonging to
Multi-Media streaming and High Throughput Data (HTD) are treated by the router
according to the PHB defined for the NRT CoS. The details of thesystem analysis
are in [140], [141].
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6.4.3.2 xDSL

In Digital Subscriber Lines (xDSL) networks four possible network points are can-
didates to be the bottlenecks and need to be considered: the user xDSL modem (the
gateway/Customer Premises Equipment CPE), the Digital Subscriber Line Access
Multiplexer (DSLAM) Aggregation Module, aggregation switch(es) and IP edge
node. However, in practice some simplifications can be made,depending on the
specific characteristics of the network technologies and the capabilities of particular
elements.

It must be clearly stated that the evolution of DSL technology results today in a
range of DSL standards (ADSL, ADSL2+, SHDSL, VDSL2, etc.) with different bit
rates and architecture, affecting its major building block, DSLAM and Broadband
Remote Access Server (BRAS). The market demands for cost-effective, differen-
tiated multimedia services provided in DSL networks. This forces the most popu-
lar purely Asynchronous Transfer Mode (ATM) DSLAMs to be migrated to fully
IP-aware appliances with Ethernet uplinks in the aggregation segment. This makes
DSL architecture more flexible and scalable. For instance, for distributed and small
groups of subscribers IP-DSLAM may include the functionality of BRAS in a one
equipment. Considering the access part of DSL, one may find customer equipment,
which is very simple and limited in functionality, devices without QoS mechanisms
as well as fully configurable, DiffServ supporting, manageable gateways, mostly
deployed for business customers.

In order to achieve CAC for any variant of DSL access network,the CAC algo-
rithm proposed in section 6.4.2 should be used for every IP-aware port with imple-
mented QoS mechanisms. EuQoS considered the access and aggregation segments
and focused on two network elements, the DSLAM (more precisely, the IP DSLAM,
to implement the QoS mechanisms for IP traffic) and the IP edgenode (BRAS).
The proposed CAC algorithms for the above elements differ intheir assumed type
of CoSs provision. In the aggregation segment, we can apply astatic partitioning
of the link capacity between CoSs, as e.g. in the inter-domain links, while for the
access segment we need to focus on link capacity sharing.

6.4.3.3 LAN/Ethernet

In switched Ethernet, the basic mechanism to differentiatetraffic is priority schedul-
ing. According to IEEE 802.1Q [142] and 802.1p (part of the IEEE 802.1D [143])
standards, the MAC layer has specified eight priority levels, each for a different Eth-
ernet CoS. The priority level of a Ethernet frame is marked inthe 3 bit priority field.
It is important to remark that eight priority levels are not available in all devices
and one can find equipment with four or even two priority levels. Table 6.5 shows
the proposal for mapping the e2e CoSs into Ethernet CoSs in the case where four
priority levels are available.

The implementation of e2e CoSs in LAN/Ethernet is not trivial because of the or-
ganisation of buffer management based on a shared buffer architecture. The packets
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802.1p: values in priority field
e2e Class of Service Ethernet CoS in Ethernet frame header

Signalling Network Management 7 (highest)
Telephony, RT Interactive Voice 6

Video 5
MM Streaming,

High Throughput Data Controlled Load 4
Excellent Effort 3

Standard Best Effort 0
Undefined 2

Background 1

Table 6.5 Mapping between e2e CoSs and Ethernet CoSs

belonging to different CoSs share common buffer space. Thisspace is for all output
ports. For providing isolation between CoSs and to control IPLR, it is proposed to
explore the following additional features of an Ethernet switch:

• The ability to identify traffic flows based on information at Layer 3 and 4, namely
source and destination IP addresses, ports and transport protocol (for EuQoS flow
identification) [144];

• The ability to perform data bit rate control on a per flow basis[145], [146];
• The ability to perform random early packet discarding basedon the queue size

at the Ethernet output port (Weighted Random Early Detection (WRED) mecha-
nism).

The CAC function is performed in two elements of the LAN/Ethernet access
networks, in the Ethernet Switch (ES) output port and in the Edge Router (ER). The
applied CAC algorithm follows equation 6.6.

6.4.3.4 WiFi

The EuQoS approach for providing e2e CoSs in WiFi technologyis based on WiFi
Multi-Media (WMM) extension [147] and exploits the Enhanced Distributed Co-
ordination Access (EDCA) protocol defined in the extension.The EDCA protocol
allows for differentiation of traffic using 4, so called, Access Categories (AC). How-
ever, the EDCA itself does not provide strict QoS guaranteesas required for e2e
CoSs. Then, our CoSs for WiFi use enhanced ACs with additional QoS mechanisms
for: (1) provisioning of network resources dedicated for particular CoSs such as val-
ues of bandwidth, buffer size and parameters of the MAC protocol, (2) performing
CAC , (3) conditioning the traffic generated by users (packets policing/shaping and
marking), and (4) providing packet scheduling at the IP layer in access point (AP).

Table 6.6 shows the mapping between e2e CoSs and WiFi CoSs. The WiFi CoSs
real time (RT), non-real time (NRT), signalling (SIG) and best effort (BE) are similar
to the ones assumed for inter-domain links (see Table 6.4).
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e2e WiFi CoS QoS objectivesa

Class of Service (WMM AC) IPTD [ms] IPDV [ms] IPLR
Telephony Real Time

RT Interactive (AC VO) 5 15 10−4

MM Streaming Non Real Time
High Throughput Data (AC VI) 10 - 10−4

Signalling
Signalling (SIG)(AC VI) 10 - 10−4

Standard Best Effort (AC BE) - - -

a exemplary target values assumed in provisioning process

Table 6.6 Mapping between e2e CoSs and WiFi CoSs

The solution for WiFi WMM assumes that a single AP will handletraffic belong-
ing to all WiFi CoSs (including best effort traffic), and the EDCA algorithm allows
to provide traffic separation between the CoSs.

6.4.3.5 UMTS

For UMTS, the main recognised problem is due to the lack of open interfaces for
controlling the specific QoS mechanisms. As a consequence, for EuQoS it has been
decided to look at UMTS from two perspectives: a) UMTS as a black box where
available UMTS services are reused b) using an implicit, measurement-based, cell-
load control approach that can be achieved by using traffic shaping for the connec-
tions with assigned low priority (non-EuQoS connections submitted to background
CoS). This second approach also addresses the problem of defending the already
established EuQoS connections against QoS starvation. This problem is typical of
UMTS networks due to the frequent changes of radio channel conditions.

The first approach has been called Usage of built-in CAC from UMTS and the
latter Measurement based Open GPRS Gateway Support Node (OpenGGSN) CAC.

Usage of built-in CAC from UMTS

The main goal of the proposal is to take advantage of the built-in CAC from UMTS,
which enables decision-taking based on cell load conditions (different among cells),
and seamless resource reservation.

E2e CoSs are mapped to their corresponding UMTS traffic classes. Table 6.7
shows the proposed mapping, taking into account the desirable solution and the
availability of commercial equipment.
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EuQoS e2e CoS Ideal mapping to UMTS Feasible mapping
Telephony Conversational Interactive (THP = 1)
Signalling Background Background

Real Time Interactive Streaming Interactive (THP = 2)
Multi-Media Streaming Interactive (THP=1) Interactive (THP=3)
High Throughput Data Interactive (THP=2) Interactive (THP=3)

Standard Background Background

Table 6.7 Mapping between EuQoS and UMTS CoSs (THP- Traffic Handling Priority)

Measurement based OpenGGSN CAC

Although currently available UMTS deployments provide CoSs with strict QoS
guarantees with respect to the values of parameters IPTD andIPDV, such features
can not be fully exploited mainly due to some limitations in current operating sys-
tems of computer Terminal Equipment (TE) that are connectedto UMTS by mobile
phones (Mobile Terminal MT).

The problem to solve is the preservation of already established sessions with a
guaranteed quality in presence of dynamic changes of the radio channel. In this case,
even for the admitted connections we need additional mechanisms as continuous
monitoring and prioritised treatment in order to maintain the assumed QoS level for
them.

One feasible approach to prevent unexpected reconfiguration of resources is to re-
duce transmission rates to accommodate low priority (non-EuQoS) users with worse
radio channel characteristics. Anyway, non-EuQoS users with better radio chan-
nel characteristics may maintain connections with unchanged bit rates if there are
available resources. Some additional architecture components have been developed
and deployed (protocol analyser with online session tracing and logging) to imple-
ment this function. To do this, the OpenGGSN basic functionality was improved by
adding standards compliant secondary Policy Decision Point (PDP) context man-
agement.

6.4.3.6 MPLS (DiffServ-TE)

The QoS enforcement in the hard model is based on a two step approach. The first
one consists of provisioning and reserving bandwidth for anEQ link, i.e. an La-
bel Switch Path (LSP) of a given CoS. The second one consists of preventing an
excessive amount of traffic to be routed through an LSP, whichis accomplished by
performing the usual CAC at the EQ link head-end before accepting the new session.

During the EQ link setup the bandwidth is guaranteed as follows:

• RSVP-TE reserves logical bandwidth for a given CoS. The remaining bandwidth
for the CoS is automatically advertised by the TE-routing protocol

• Each LSP of the same CoS shares the same queue, buffer and scheduler.
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e2e Class of Service DiffServ MPLS Class of Service
Signalling CS5
Telephony

Real Time Interactive EF
Multi-Media Streaming
High Throughput Data AF

Standard BE

Table 6.8 Mapping between EuQoS e2e CoSs and DiffServ MPLS CoSs

The PCE server compares the requirements of a tunnel againstthe remaining band-
width of the CoS pool at each router as it performs the provisioning CAC. The
bandwidth is maintained by the TE-routing protocol to protect the resource pool
against overbooking.

On a link, four classes will have a guaranteed bandwidth allocation: Signalling,
Real-Time, Non Real-Time, and Class Default.

So the QoS guarantee first provisions and reserves bandwidthfor LSPs in a given
CoS, and second protects the LSP against too many flows by performing usual CAC
before accepting a new session.

6.4.3.7 Satellite

Scheme for Assuring QoS

The Satellite System provides an access network using the Digital Video Broad-
casting - Satellite (DVB-S) and the Digital Video Broadcasting - Reverse Channel
Satellite (DVB-RCS) standards to carry out IP-based applications over geostation-
ary satellite. The main concern in the satellite communication is to make an efficient
use of the scarce and costly resources. The asymmetric nature of the satellite com-
munication architecture involves different mechanisms tomanage resource access.

Static and dynamic access techniques for satellites have been designed and in-
tegrated into the Demand Assignment Multiple Access protocol (DAMA) for the
DVB-RCS standard, in order to ensure a high utilization of the return link resources
and offer QoS-oriented capacity assignment. DAMA access supports four main ca-
pacity assignment types to reach its objective:

• Continuous Rate Assignment (CRA): Static and fully guaranteed rate capacity.
• Rate Based Dynamic Capacity (RBDC): Guaranteed capacity upto RBDCmax

ceiling rate, but this requires dynamic requests (on-demand capacity).
• Volume Based Dynamic Capacity (VBDC): The capacity is assigned when avail-

able in response to a request without any guaranty on assignment.
• Free Capacity Assignment (FCA): Automatic allocation of unused capacity, no

guarantee and no requests are associated with this assignment type. Because of
this automatic allocation, FCA type is not used in the EuQoS services.
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EuQoS e2e Class of Service
DAMA High
Classes Telephony RT Signalling MM ThroughputStandard

Interactive Streaming Data
CRA X X X

RBDC X X
VBDC X

Table 6.9 Mapping from EuQoS CoS to DVB-RCS access classes

Thus, the satellite lower layers are able to provide different types of service, while
keeping efficient link resources utilization.

The CAC algorithm performed by the satellite RA in EuQoS benefits from the
DAMA access scheme, but also from the information provided by the Network Con-
trol Centre (NCC) concerning the agreement passed between the satellite terminal
and the satellite system.

Table 6.9 summarises the mapping between RT, NRT and Standard CoSs and the
DVB-RCS access classes.

6.5 EuQoS Enhanced Transport Protocol

6.5.1 Introduction

Past and new generations of transport layer protocols have been designed taking
into account only a subset of the requirements of multimediaapplications. These
requirements are basically characterised by reliability and order constraints. Indeed,
existing protocols have been designed to provide full orderand full reliability (i.e.
TCP and SCTP) or no order and no reliability at all (UDP and DCCP). Even if
DCCP estimates network congestion by detecting packets outof order, it does not
implement any mechanism to deliver packets in any particular order.

At the network layer, standard (Best-Effort) service is still the predominant net-
work service in the Internet, but new network services are proposed, as in EuQoS.
Additionally, emerging wireless, mobile or satellite technologies present different
network characteristics that should be considered by transport protocol designers,
which means for instance to handle variable delay and packetloss rates induced by
physical channels.

All these reasons led us to propose an EuQoS Enhanced QoS-oriented transport
protocol, here noted as EQ-ETP, intended to provide optimised and differentiated
e2e transport layer services for multimedia applications using the different available
network layer CoSs.

Mechanisms implementing these transport layer services have to be designed
such that they can respond to the various application requirements using the services
provided by underlying heterogeneous networks. Moreover,an Enhanced Transport
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Protocol (ETP) should be designed within an extensible framework aimed at inte-
grating future mechanisms intended to satisfy new requirements and/or to operate
under new networks.

The EuQoS Enhanced Transport Protocol is presented in detail in [124]. In the
following, a brief overview of the different service compositions for the EuQoS
network services is given.

6.5.2 Enhanced Transport Protocol Services for EuQoS

Enhanced Transport Protocols aim at fulfilling the multipleQoS requirements of
multimedia applications over best-effort networks. EQ-ETP extends ETP for han-
dling multiple CoSs. As the corresponding protocols and solutions need to be de-
ployed over different network services, they should be implemented using a dy-
namic architecture. A flexible and compositional architecture has been designed and
implemented in ETP in order to achieve a polymorphic deployment of various in-
ternal mechanisms suited to manage the multiple QoS requirements of applications
over the various classes of services provided by EuQoS. Thisarchitecture allows
QoS control and management mechanisms to be easily deployedand configured in
order to efficiently work together.

The modular approach of ETP has been defined in order to provide an effective
way to satisfy a large range of applicative requirements by adequately composing
and fine-tuning different well identified and designed transport layer building blocks
(rate control, shaping, congestion control, flow control . .. ).

Given the nature of the EuQoS network classes of services, various possible com-
positions have been developed for EQ-ETP in order to providethe most adequate
transport layer services regarding the temporal requirements of both streaming ap-
plications and non-streaming applications. These compositions are presented in Ta-
ble 6.10 where RC is Rate Control, EC is Error Control, TFRC and guaranteed
TFRC (gTFRC) are congestion control mechanisms.

Streaming Non-Streaming
e.g. VoD e.g. file transfer

Telephony - RT Interactive ETP [ RC ] ETP [ RC + EC ]
MM Streaming - HTD ETP [ gTFRC ] ETP [ gTFRC + EC ]
Standard ETP [ TFRC + TC ] ETP [ TFRC + EC ]

Table 6.10 EQ-ETP Service Composition for the EuQoS traffic classes
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6.5.3 Services for Streaming/Non-Streaming Applications

In the following, the different EQ-ETP compositions for each of the EuQoS traffic
classes are presented. Two possible combinations of these are possible depending
on the nature of the applications. Streaming applications,which transmit one or
more multimedia flows, have specific requirements concerning error and time con-
trol while non-streaming applications (generally speaking FTP like applications)
require full reliability as their time constraints are of less importance than the ones
of streaming applications.

6.5.3.1 Real Time Classes of Service (Telephony, RT Interactive)

In case of the Real Time Classes of Service, the application respects the traffic pro-
file it has issued a reservation request for, reliability is guaranteed for the whole
stream throughout the EuQoS system. In this context, as streaming applications
are generally able to specify their bandwidth requirementsaccurately, the service
composition is limited to a dynamic binding to the UDP protocol. Optionally, the
operators might specify that a traffic shaper must be instantiated for shaping at the
sending host. Thus, the load on the system routers is reduced. In this context, non-
streaming applications generally have no loss tolerance. As the application might
have underestimated its resource requirements, the transport services are composed
of a shaper coupled to a SACK based error control to provide full reliability.

6.5.3.2 Non-Real Time Classes of Service (MM Streaming, HTD)

In case of Non Real Time Classes of Service, the application might exceed the traffic
allowance that it has issued a resource reservation for. In such scenarios, the excess
traffic competes with other flows for which it has to respect certain friendliness in
order to avoid network collapse caused by congestion. This is achieved by means of
the gTFRC module [148] as described in Section 5.4.

In the case of a non-streaming application, the zero loss tolerance is tackled by
the addition of a SACK based error control mechanism to ensure the correct, ordered
delivery of packets.

6.5.3.3 Standard Class of Service (Best Effort)

In the Standard Class of Service, all traffic must be shaped according to a conges-
tion control algorithm in order to protect the network against congestion collapse. In
order to improve the QoS provided to multimedia streams, a TC(Time Constraints)
module will be used to offer fast retransmission mechanismswhen the time depen-
dence of the packets (VoD Scenarios) [149]. In these scenarios, as non-streaming
applications have total reliability requirements, a SACK based error control is added
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to the composition. Furthermore, as time constraints are proper to streaming appli-
cations, the TC module is not enabled for non-streaming applications.

6.6 Multicast

If a data packet should be sent to more than one destination, the sender usually
sends the same packet as many times as there are receivers interested in getting the
data. Therefore, multiple point-to-point connections areestablished. This one-to-
one communication paradigm is called unicast . In the early days of the Internet,
when email, FTP and remote host access were the main applications, there was no
need for other paradigms. But the Internet has changed a lot since then. Particu-
larly, the appearance of the Web changed the situation. Now,pictures, movies and
audio/video streams are available over the network and their transmission uses up
a significant portion of the available bandwidth. With today’s technology it is pos-
sible to afford a unicast connection for everyone who wants to view a web page.
However, to send live audio and video data, which needs a hugeamount of network
resources compared with web pages, it is not reasonable to have a single connection
to each receiver.

The drawbacks of the unicast approach for this kind of applications are evident.
First, the source is required to hold a complete list of receivers and second, mul-
tiple identical copies of the same data flow over the same links. Instead, data to
multiple destinations can be delivered using multicast [150]. Multicast allows the
source to send a single copy of data, using a single address for an entire group of
receivers. Routers between the source and receivers use thegroup address to route
the data. The routers forward and duplicate data packets wherever a path to receivers
diverges.

IP knows three basic addressing modes. A unicast packet is sent to one receiver,
a broadcast packet is sent to all hosts of a subnet and a multicast packet is directed to
a group of receivers. Unicast and broadcast can be seen as multicast communication
with the group of receivers containing one or all hosts respectively. A fourth mode
is called anycast. This is a routing scheme which delivers the packet to the “nearest”
(considering an appropriate metric) host out of a group of receivers.

The only difference between unicast and multicast addressing from the IP layer’s
point of view is the usage of special IP multicast addresses [151]. Unlike the unicast
addresses a multicast address is not assigned to a single host or network interface.
The 32 bit address space of IPv4 (IP version 4) has been divided into five address
classes A, B, C, D and E. The most significant bits of an addressdefine its class.
The multicast address class is sometimes referred to as class D. Unlike the address
classes A, B, and C the multicast address has no further structure. In case of the new
IP version 6 (IPv6), all multicast addresses begin with the format prefixFF16 [152].

The Internet group management protocol (IGMP) [153] allowsthe hosts in the
Internet to join and leave multicast groups. In order to reduce the amount of data
sent over the network links, IGMP manages dynamic groups of multicast receivers.
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The group management is done by the routers. Therefore, every router remembers
the hosts connected to its local interface(s), which are interested in receiving mul-
ticast data and the respective multicast group IDs. IGMP provides the functional-
ity for hosts to tell the routers in which multicast groups they are interested. Now
routers can exchange the information about the multicast packets they have to re-
ceive among themselves.

Another important group of multicast protocols is the groupof routing protocols.
These protocols allow the routers to exchange information about multicast groups
and thus to build routes for each group. Examples for multicast routing protocols are
protocol-independent multicast (PIM) [154, 155], distance-vector multicast routing
protocol (DVMRP) [156], and multicast open shortest path first (MOSPF) [157].

IP-layer multicast has not been widely adopted by most commercial ISPs, and
thus large parts of the Internet are still incapable of IP multicast more than a decade
after the protocols were developed. As a result, the Multicast backbone (MBONE)
was developed [158]. It consists of “islands” of multicast enabled networks in the
Internet, connected through different types of tunnels. This concept has some draw-
backs like the manual tunnel setup and the need for constant IP addresses. This is
not feasible for the average Internet user. However, with the increasing acceptance of
the Internet Protocol Television (IPTV) some providers started to use multicast for
the transport of live video streams, at least internally. Itremains to be seen whether
the support of IP multicast will be increased due to such new technologies.

6.6.1 Application Layer Multicast

Application layer multicast (ALM) is independent from the multicast support of the
underlying network. The multicast forwarding functionality is implemented exclu-
sively at end systems. Logically, the end systems form an overlay network, and the
goal of application layer multicast is to construct and maintain an efficient overlay
for data transmission. Since application layer multicast protocols cannot completely
avoid the redundant transmission of data packets over the same link, they are less
efficient than IP multicast. The advantages are that ALM systems do not require
any modification of the underlying network components (e. g.routers) and can be
implemented on the application layer without any special operating system support.

Figures 6.12 and 6.13 show the differences of the data flow in IP multicast and
application layer multicast networks. The solid black lines identify the physical net-
work connecting hosts and routers, while the dashed lines denote the data packet
flow.

The IP routers in Fig. 6.12 forward the multicast packets from the sender to the
receivers and duplicate the data if needed. The routers musttherefore support the
IP multicast protocol. In Fig. 6.13, the peer-to-peer (P2P)overlay connections are
identified by a dotted and dashed line. In this environment nospecialised routers are
necessary. The packets are sent in unicast mode. The virtualdata flow follows the
overlay network structure, which does not necessarily correspond with the underly-
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Fig. 6.12 IP multicast. The traffic is dupli-
cated by the routers as needed.

Fig. 6.13 Application layer multicast. Re-
dundant data transmission cannot com-
pletely be avoided.

ing physical connections. However, the data is only replicated in the end systems,
which are interconnected using unicast (P2P) links. Therefore, some packets are
sent over the same link more than once. The efficiency of the ALM heavily depends
on the overlay network construction and routing. With an optimal overlay topology,
application layer multicast can approximate the efficiencyof IP multicast.

6.6.2 Application Layer Multicast in the EuQoS System

Different ALM systems like Borg [159], VRing [160], Bayeux [161] or SplitStream
[162] have been published over the past years. For the ALM support in the EuQoS
system the combination Scribe/Pastry is used.

Pastry [163] is a scalable distributed object location and routingsubstrate for
wide-area Peer-to-Peer applications. Nodes get an ID assigned when they join the
Peer-to-Peer network. When a message needs to be sent to a certain ID, Pastry ef-
ficiently routes the message to the node with a node ID that is numerically clos-
est to the ID of the message’s destination. Pastry is self-organising, scalable and
completely decentralised. It also takes node proximity (interms of e2e delay) into
account to minimise the distance messages are travelling.

Pastry uses a large ID space (2128 IDs), where hosts get random IDs assigned
when joining the Peer-to-Peer network. The IDs are uniformly distributed over the
whole ID space. This random assignment of IDs does not take locality nor Quality
of Service requirements into account.
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Pastry reliably routes messages identified by a key to the peer with the numeri-
cally closest ID to the key. Routing uses less than⌈log2bN⌉ steps on average, where
N is the amount of nodes in the pastry network andb is typically a parameter with the
value 4. Pastry guarantees eventual delivery unlessl/2 or more nodes with an adja-
cent ID fail at the same time, withl , an even number parameter, being typically equal
to 16. Pastry holds a routing table for each node with the sizeof (2b−1)⌈log2bN⌉+ l
entries.

The routing tables are organised into⌈log2bN⌉ rows with each 2b−1 entries. The
entries of rown of a host’s routing table point to other nodes, which share the same
first n digits of their ID with the host itself, but the digit at position n+1 has one of
the 2b−1 possible values different from the digit at positionn+1 of the host’s ID.
Each entry in the routing table consists of the node’s ID and its corresponding IP
address. Additionally, each node maintains a list of nodes (IDs and IP addresses) of
the numerically closest hosts in its leaf set (l/2 entries for the larger andl/2 entries
for the lower IDs). A message is routed to the closest (in terms the network latency)
host found in the host’s routing table whose ID matches the message’s key prefix.

Figure 6.14 shows a simplified example of how Pastry routing works. A message
with the keye8cd is routed from a peer with ID3d1f to the peere8ca, which is
numerically closest to the message key. On each hop from the source peer to the
destination peer the message is sent to a peer whose ID matches more digits of the
message key prefix as it did match at the hop before. For the first routing hop starting
from peer3d1f the message is sent to peere2ce, which shares the first digiteof the
message key. At the second hop, the message is routed to the peer with ID e831,
which shares the first two digitse8. Finally, it is sent to peere8cawhich is the peer
closest to the message key and shares the first three digitse8cwith the key.

Fig. 6.14 Routing a message from peer3d1f to peere8cd.
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Scribe[164] builds on top of Pastry and is a large-scale decentralised Application
Level Multicast infrastructure and supports a large numberof groups and a poten-
tially large number of members for each group. Scribe balances the load on nodes
to achieve short delays and less link stress.

Any Scribe node can join any multicast group (or topic in Scribe terminology)
at any time. For each topic, one node is designated to disseminate the topic data in
the Pastry network. The node that is the root of the topic distribution tree has the ID
numerically closest to the topic ID. Scribe offers best-effort delivery of the multicast
data without guaranteeing that the order of the packets is maintained. The multicast
or topic tree is built using a scheme similar to reverse-path-forwarding. A Scribe
node, subscribing to a certain topic, sends a join message for this topic ID. This
message is routed using Pastry’s routing mechanism towardsthe topic’s root. The
next node, to which the join message is routed, remembers that the node sending the
join message is interested in data for this topic. If this intermediate node, called a
forwarder, has not already joined this topic, it will itselfsend a join message to the
same topic. This process is repeated until a node is reached that has already joined
the topic or is the root for the topic. Data dissemination within a topic is done from
the root node of the topic towards the leaf nodes by followingall reverse paths to
the leaves. A side effect of this approach is that Scribe nodes forwarding messages
for a certain topic have not necessarily interest in this topic.

6.6.3 Multicast Middleware

The EuQoS Multicast Middleware (MM in 6.15) [165, 166] is a solution to bridge
application layer multicast and IP multicast. It provides astandard IP multicast in-
terface for the applications on the sender and receiver sideand uses Application
Layer Multicast for transporting the data.

The Multicast Middleware can be used with any ALM network, which offers
the standard multicast operations (subscription to a multicast group, receiving and
sending multicast data). The typical P2P ALM network tries to approximate the ef-
ficiency of IP multicast communication regarding link stress by using unicast com-
munication. As discussed earlier, ALM is not able to totallyavoid sending redundant
data over the same physical link as IP multicast can.

The overlay network is usually built in a topology aware manner. Therefore,
peers that are “close” to each other in terms of communication latency are directly
connected. The P2P links are constantly monitored, which allows reacting to failures
in network communication or to failures of neighbour peers.

Eliminating the requirement for multicast support by the underlying network
makes the use of Application Layer Multicast feasible for any kind of Internet users.
The disadvantage of the ALM is the lack of standardisation. Each implementation
has its own API and addressing scheme. This prohibits already existing multicast-
aware applications from using the ALM.
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The IP multicast interface for the applications is usually offered by the operat-
ing system. The operating system on the other side communicates with a multicast
enabled router in the local network using IGMP as signallingprotocol. Sending IP
multicast traffic is not different from sending IP unicast traffic. The only difference
is the reserved address range, which denotes different multicast groups (groups of
multicast traffic receivers). On the link layer, multicast traffic is handled differently.
For example, in Ethernet the IP packets with a multicast group as a destination ad-
dress get an Ethernet multicast address assigned.

To provide an IP multicast interface for the whole system (including services
integrated in the operating system’s kernel), the Multicast Middleware uses a vir-
tual Ethernet device (also known as TAP device—a software analogy of a wire tap).
The TAP interface is a special kind of network interface, which is seen by the op-
erating system as a normal Ethernet device. However, instead of forwarding the
Ethernet frames to a hardware device, the TAP interface forwards the received Eth-
ernet frames to a user-space process. On the other side, the TAP interface forwards
all Ethernet frames received from the user-space process asincoming frames to the
operating system’s kernel. TAP support exists for all majoroperating systems such
as UNIX/Linux, MacOS X and WIN32.

Using a TAP interface and the Multicast Middleware makes processing of mul-
ticast traffic transparent to all applications. This includes the multicast functional-
ity integrated in the operating system’s kernel. This approach does also not require
any modification of application code. Any IP multicast application can be supported
transparently. Multicast traffic originating from an end system can be routed through
the TAP device. This device forwards the packets (encapsulated in Ethernet frames)
to a user-space process (the Multicast Middleware) for processing. The Multicast
Middleware acts as a multicast router by implementing IGMP and transporting the
multicast data.

IP multicast enabled applications must subscribe to different multicast groups
to receive video broadcast announcements and audio/video streams. The multicast
group subscription is usually a system call, which instructs the operating system’s
kernel to send IGMP membership report messages to the IP multicast router. In our
case, the IGMP membership reports are sent via the TAP interface to the Multicast
Middleware. The Multicast Middleware interprets the IGMP membership reports
and notifies the neighbour peers about the changes in the multicast routing table.
This information (depending on the multicast routing protocol used in the overlay
network) is propagated to other peers.

After a data packet has been sent by the application, it is forwarded by the op-
erating system’s kernel to the appropriate multicast enabled network device (in this
case the TAP device). The Multicast Middleware process receives the outgoing mul-
ticast traffic via the TAP device. The received multicast traffic is then encapsulated
into application layer multicast messages. The IP multicast destination address of
the packets is translated into ALM addresses to which the messages are sent. Fig-
ure 6.15 shows the message flow for sending and receiving datawith the Multicast
Middleware. The application (APP) is running on both end-systems for sending/re-
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ceiving the data stream. It uses the IP multicast interface of the Multicast Middle-
ware that hides the ALM layer.

Fig. 6.15 Sending and receiving data using the Multicast Middleware (MM).

After receiving an encapsulated IP multicast packet by ALM,the Multicast Mid-
dleware encapsulates the IP multicast packet into an Ethernet frame. The Multicast
Middleware then sends the Ethernet frame via the TAP interface to the operating
system’s kernel for processing. The operating system’s kernel delivers the data to
the application.

For the multicast data transport, any ALM protocol may be used. However, the
mapping of the IP multicast address space to the applicationlayer address scheme
might differ from one protocol to another.

Every IP multicast packet has a destination address out of the IP multicast address
range. Most application layer multicast protocols implement their own addressing
scheme. Depending on the protocol’s addressing scheme thisaddress range can be
smaller, equal or larger than the IP multicast address range. In case of a larger or
equal address range, multicast addresses can be mapped one-to-one to the appli-
cation layer multicast addresses. For example the IP multicast address range can
be mapped to a consecutive address range of the same size in the application layer
multicast protocol’s addressing scheme. In the case where the address range of the
application layer multicast is smaller than the IP multicast address range, the IP mul-
ticast addresses must be projected to the application layermulticast address range.

IP packets can be encapsulated in Application Layer Multicast messages. If the
length of an Application Layer Multicast message is larger than the IP packet length,
the standard IP packet fragmentation can be applied to the packet in order to trans-
port the packet through the overlay network. On reception offragmented IP packets,
the Multicast Middleware should be able to reassemble them and to deliver them to
the TAP interface. The time to live (TTL) field of the transported packets should be
reduced for each P2P hop. Packets with TTL=0 should not be forwarded.
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6.6.4 Introducing QoS to Multicast Middleware

To satisfy the QoS requirements, the Multicast Middleware uses the EuQoS system
to setup network level QoS for the unicast links of the overlay network. Since the
QoS requirements of the end systems within one IP multicast group can be hetero-
geneous, it is necessary that the multicast tree is built in such way that the QoS
requirements and capabilities of end-systems are considered.

It is required that the QoS classes can be ordered and that they are independent of
the path length. Such QoS classes can contain parameters such as bandwidth, jitter
and maximum packet loss, but all the possible QoS classes must be comparable.
Also note that in general there is no total order for a combination of such parameters
and that the QoS parameter for maximum delay is not yet supported in the EuQoS
system.

To provide QoS guarantees such as bandwidth or jitter in a multicast tree each
e2e path from the root to a leaf node in the multicast tree musthave a monotonically
decreasing QoS requirement. Figure 6.16 shows an example ofsuch a multicast
tree. The path indicated as well as all other e2e paths of thismulticast tree hold the
following property: the QoS requirements (denoted by the thickness of the lines) are
the same or decreasing when following the intermediate hopsfrom the root node to
a leaf node.

monotonically
decreasing

QoS requirements

Root

Leaf

Fig. 6.16 Example of a multicast tree with monotonically decreasing QoS requirements from root
to leaf nodes. Thickness of the lines represents the degree of the QoS requirement in terms of
required bandwidth (thicker line = higher bandwidth requirement).

By analysing Scribe’s multicast tree construction, it becomes clear that the con-
structed multicast tree does not necessarily hold this property. The reason for this
is that the e2e path from a leaf to the root is more or less randomly chosen, due to
random positioning of Pastry peers. Because Pastry’s default ID assignment does
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not take QoS requirements of peers into account, the multicast trees constructed by
Scribe are only by chance holding the described property. Itis sufficient that only
one link in an e2e path does not support this property to violate the QoS require-
ments for all nodes in the multicast tree below this link.

To enforce the construction of a QoS aware multicast tree using Scribe a dedi-
cated Pastry P2P network is created for each multicast group. The reason for this is
to have only peers interested in receiving the multicast data as potential forwarders.
As a result, in this Pastry network only one topic exists. This topic ID is the highest
possible topic ID. Since the QoS requirements of a peer can behigher than its QoS
capabilities, the QoS class is chosen, which corresponds tothe minimum of both.

As shown in Fig. 6.17, the ID space is partitioned into segments, one segment
for each QoS class. Here, best-effort service is also considered to be a QoS class.
The order of segments depends on the order of the QoS classes.The best-effort
QoS class is located in the lowest segment and the highest QoSclass is located in
the highest segment. The assignment of IDs to joining peers depends on their QoS
requirements/capabilities. The peer ID is randomly chosenwithin the corresponding
segment of the ID space for the peer’s QoS requirements/capabilities.

Fig. 6.17 QoS aware distribution of peer IDs for Pastry.

There are different possibilities on how large the segmentsshould be. They do
not necessarily have to be all of the same size and can for example decrease in size
towards the root ID. The partitioning strategy has an impacton the construction of
the multicast trees and therefore on how well and evenly balanced the overall traffic
load will be distributed among the participating peers.
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The routing path from a peer with a lower ID to a peer with a higher ID always
contains peers with increasing IDs. Because the root node ofthe multicast tree has
the highest possible Pastry ID, the routing should always use peers with increasing
Pastry IDs for the hops on its path from leaf nodes towards theroot node.

By assigning peer IDs proportional to the peer’s QoS requirements, a construc-
tion of Scribe multicast trees, holding the decreasing QoS requirement property for
each e2e path from the root to the leaves is ensured. For each node on the path from
the root node to a leave node, the QoS requirement of the intermediate node is the
same or lower than the one of its parent node.

6.7 Telemedicine Application

6.7.1 Telemedicine – the Case for Application-Driven QoS

The concept of utility, as a measure of the perceived value orbenefit provided by
QoS, is crucial to characterise the dependence of applications from QoS. For ex-
ample, the utility of a standard mobile phone call is, up to a certain limit, relatively
immune to QoS level variations – as long as end users are able to communicate
in reasonable conditions. A certain level of QoS degradation is usually acceptable.
Telemedicine applications are at the other end of the spectrum – near-perfect con-
ditions are required by several application components (namely, real-time medical
video), and tolerance to fluctuations of quality as a result of network load is min-
imal. The widespread deployment of such applications over public IP networks is
often hindered by the limited capability of service providers to guarantee the strict
fulfilment of those requirements.

Given this wide range of application characteristics and requirements, a chal-
lenge for service providers is how to handle such diversity both satisfactorily and
efficiently. In theory, QoS could be handled by providing themost demanding QoS
level to all customers and applications at all times - obviously, this would be eco-
nomically unfeasible. Another solution could be the staticallocation of specific QoS
profiles to selected customers, thus ensuring that the required QoS treatment would
be provided by the network to those customers in all circumstances. In either case,
flexibility and cost effectiveness would be quite poor. The dynamic application-
driven approach proposed by EuQoS described below providesa solution to this
problem.

6.7.2 Overview of Medigraf

Medigraf is a real-time H.323-based telemedicine application including a video-
conference, collaborative facilities and an embedded multimedia repository to store
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patient data, medical images and reports. A typical Medigraf screen-shot is shown
in Fig. 6.18.

The application is used in several scenarios – performing remote cooperative
diagnosis on a regular basis, providing remote specialisedhealthcare assistance, en-
abling collaboration between healthcare professionals inseveral scenarios, such as
emergency situations and remote online training. The application offers significant
gains in terms of efficiency and cost minimisation and is a valuable tool to provide
specialised healthcare to populations in rural and sparsely populated areas, where
the permanent availability of medical specialists is economically unfeasible.

Fig. 6.18 Typical Medigraf screenshot

The utility of the Medigraf application depends on the strict fulfilment of QoS pa-
rameters. In fact, proper medical diagnosis is not compatible with less than optimal
QoS conditions. On the one hand, video quality is crucial to enable a correct med-
ical diagnosis. On the other hand, e2e synchronisation of the application graphical
elements requires stringent delay and jitter parameters.

Five basic traffic types are supported by Medigraf:

• Audio: used for audio communication. G.711 (PCMA, PCMU), G.728, G.722
and G.723 codecs are supported.

• Video: used for face-to-face communication and transfer ofmoving images
acquired from specialized medical equipment (e.g. echocardiography). H.261,
H.263 codecs are supported with CIF (352x288), QCIF (176x144) or SQCIF
(128x96) resolution.
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• Data: used for file transfer, typically medical images.
• Synchronisation: used for e2e synchronisation of graphical elements, e.g. point-

ers; requires strict compliance of e2e delay and jitter.
• Application control: only minimal values of loss and delay are tolerated.

The difficulty to guarantee appropriate QoS conditions has been one of the issues
affecting the deployment of Medigraf. In some cases, staticpre-reservation of net-
work resources in specific time slots has been the solution tocircumvent this prob-
lem. Unfortunately, this approach is not scalable and, in many circumstances, not
realistic. Perhaps most important of all, it is not viable inunplanned or emergency
situations, which coincidentally constitute one of the scenarios in which Medigraf
would be most valuable. Clearly, a solution capable of providing e2e guarantees on
a dynamic “on-demand” basis would be an important added value to the application.

6.7.3 Medigraf Adaptation to EuQoS

One of the innovative aspects of the EuQoS solution for e2e QoS is the awareness
and active participation of the application in the QoS control process. We call an ap-
plication EuQoS-aware if it is capable to explicitly request network resources and to
actively participate in the QoS negotiation process by means of explicit signalling.
This “EuQoS-awareness” requires the adaptation of the application or terminal to
incorporate signalling capabilities, in order to inter-work with the EuQoS system.
Two basic scenarios can be considered to integrate applications in the EuQoS sys-
tem, as illustrated in Fig. 6.19:

1. Adapted legacy application: this refers to an application which was enhanced
with a software add-on named APP (see Fig6.19) to interwork with QCM. The
approach followed in the case of Medigraf falls into this category, as described
below.

2. Proxy adapter: the strategy in this case is to leave the application untouched and
use an external proxy adapter.

As explained in section 6.2.2, QCM plays a pivotal role in theEuQoS architec-
ture, as it provides a common standard interface between applications and the Eu-
QoS system. Through QCM, applications are able to manage QoS-enabled sessions
and handle session events coming from the EuQoS system.

An EuQoS-aware version of Medigraf has been used to demonstrate and validate
the basic EuQoS concept of application-driven e2e QoS. The EuQoS application-
driven approach provides Medigraf with the capability to request and control the
network resources it needs on a dynamic basis and provides a promising solution
to enable the widespread use of medical applications over public IP network infras-
tructures.

The approach followed for adapting Medigraf is illustratedin Fig. 6.20. The orig-
inal Medigraf application (“legacy” Medigraf) has been extended with a set of func-
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Fig. 6.19 Strategies for adaptation of applications

tions provided by the APP module, to enable inter-working with the EuQoS system
through QCM.

Fig. 6.20 Medigraf adaptation

APP incorporates the EuQoS awareness into the application and allows the com-
munication with QCM and therefore the rest of the EuQoS system. This module has
been integrated into the application to enable the invocation of the QCM methods
”performReservation” and ”closeReservation”.

Because Medigraf is natively based on H.323 signalling, a major design issue
was how to deal with the coexistence of the legacy Medigraf H.323 signalling plane
and the EuQoS signalling plane. To minimise the adaptation effort, it was decided
to keep the H.323 plane untouched, moving the negotiation ofQoS parameters to
the EuQoS control plane and making sure that the result of theH.323 session setup
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(namely, codec characteristics, TCP/UDP port numbers) is consistent with the Eu-
QoS control plane negotiation. The APP module must guarantee consistency and
synchronisation between the two signalling planes, enforcing appropriate codec se-
lection by means of hardware-specific functions, followingthe process illustrated in
Fig. 6.21.

Fig. 6.21 Medigraf - EuQoS synchronisation

6.8 Conclusions

This chapter presented the global architecture developed in the EuQoS project for
providing e2e QoS guarantees to Internet users. It addressed the problems of find-
ing and providing e2e QoS paths between users connected through heterogeneous
access network technologies.

A first prototype has been designed and implemented on a real testbed made up
of GÉANT, the NRENs in each participating countries, and using different access
network technologies, in particular WiFi, LAN, xDSL, UMTS,Satellite and MPLS.

The prototype implements all approaches and address all keyproblems, as ap-
plication negotiation, application QoS on demand capability, QoS and technology
independent signalling, admission control, network provisioning, resource manage-
ment and layered integration of coherent protocols. All this is provided using net-
work technology independent and dependent solutions.

The evaluation has shown that the global architecture is quite general, is able
to integrate both a large set of technologies and a large set of independent ways
of providing QoS. The network technology independent virtual layer proved to be
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quite efficient in terms of designing, handling and abstracting all real technologies
and all dependent technology choices.

Efficiency and scalability have been proven, both in the access networks and in
the core networks, specially in the admission control function, solved in the latter
case by defining and using MPLS-based tunnels using PCE.

From the framework architecture adaptability and the results obtained, it follows
that the EuQoS system is really generic and able to integratea large set of solutions
guaranteeing QoS in a unique e2e EuQoS architecture.
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