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Abstract. Wireless Sensor Networks are characterized by having specific re-

quirements such as limited energy availability, low memory and reduced proc-

essing power. On the other hand, these networks have enormous potential ap-

plicability, e.g., habitat monitoring, medical care, military surveillance or traffic 

control. Many protocols have been developed for Wireless Sensor Networks 

that try to overcome the constraints that characterize this type of networks. Ant-

based routing protocols can add a significant contribution to assist in the maxi-

misation of the network life-time, but this is only possible by means of an 

adaptable and balanced algorithm that takes into account the Wireless Sensor 

Networks main restrictions. This paper presents a new Wireless Sensor Net-

work routing protocol, which is based on the Ant Colony Optimization meta-

heuristic. The protocol was studied by simulation for several Wireless Sensor 

Network scenarios and the results clearly show that it minimises communica-

tion load and maximises energy savings. 

1   Introduction 

Identified as one of the most important technologies of the XXI century, Wireless 

Sensor Networks (WSNs), are becoming the next step in information revolution [1]. 

This enhancement was only possible due to the recent advances in electronic sensors, 

communication technologies and computation algorithms; however, because of their 

novelty, WSNs present new challenges compared to custom wireless networks. Al-

though they can be considered ad hoc networks, WSN present unique characteristics 

mainly due to their component devices, the sensor nodes.  

A sensor node, typically, contains signal-processing circuits, micro-controllers and 

a wireless transmitter/receiver antenna, and is characterized by limited resources: low 

memory, reduced power battery and limited processing capabilities. Sink-nodes are 

the devices responsible for managing the communication from the sensor network to 

the base station, normally located in the wired network where the observer keeps re-

cord of the sensor data. After receiving packets, sink-nodes can send them to the base 

station if it is located inside the communication range, or send them to other sink-



nodes, through known ad hoc techniques. Furthermore, sink-nodes have distinctive 

characteristics when compared to typical sensor-nodes, such as more energy capacity, 

more processing power and more memory, which makes them perfect to perform high 

demand processing and storing tasks.  

Potential WSN applications include security, traffic control, industrial and manu-

facturing automation, medical or animal monitoring, and many more. This wide appli-

cability range forces WSN protocols to become application-based, meaning that it is 

not feasible to build a WSN algorithm that fulfils all application requirements. Instead 

it is important to build generic algorithms that somehow can be adapted to some ap-

plication requirements and at the same time prolong the network lifetime as long as 

possible. The lifetime of a sensor network can be measured based on generic parame-

ters, such as the time when half of the sensor nodes lose their transmitting capability, 

or through specific metrics of each application, e.g. minimum delay. 

This paper presents a new communication protocol for WSN called energy-

efficient ant-based routing algorithm (EEABR), which is based on the Ant Colony 

Optimization (ACO) metaheuristic [13]. EEABR uses a colony of artificial ants that 

travel through the WSN looking for paths between the sensor nodes and a destination 

node, that are at the same time short in length and energy-efficient, contributing in that 

way to maximise the lifetime of the WSN. Each ant chooses the next network node to 

go to with a probability that is a function of the node energy and of the amount of 

pheromone trail present on the connections between the nodes. When an ant reaches 

the destination node, it travels backwards trough the path constructed and updates the 

pheromone trail by an amount that is based on the energy quality and the number of 

nodes of the path. After some iterations the EEABR protocol is able to build a routing 

tree with optimized energy branches. 

In this paper we do not consider energy saving techniques based on the manage-

ment of the node status [12]. These techniques are normally implemented in physical 

and access layers, and allow turning nodes from sleep mode to transmitting/receiving 

mode. 

The remainder of this paper is organized as follows. Section 2 describes the state-

of-the-art of WSN protocols; well-know algorithms are described as well as some 

approaches that try to combine ant-based algorithm with such networks. In Section 3 

the EEABR protocol is described, in conjunction with two other approaches. Section 4 

presents the studies performed to evaluate the proposed protocol; these simulation 

environments try to emulate real WSN deployment, so that real sensor characteristics 

can be studied. Conclusions and topics for further work are presented in the last sec-

tion. 

2   Related Work 

Wireless sensor networks can be considered, as mentioned before, ad-hoc networks. 

However, protocols for mobile ad hoc networks (MANETs) do not offer some of the 

sensor networks requirements: sensors typically have low power battery, low memory, 

and the routing tables grow up with the network length and do not support diffusion 



communication. These are the main reasons why it is necessary to design new proto-

cols, built on the most important criterion of energy-efficiency. 

Low Energy Adaptive Clustering Hierarchy (LEACH), described in [2], is probably 

one of the more referenced protocols in the sensor networks area. It is a powerful, 

efficient protocol created to be used in sensor networks with continued data flowing 

(unstopped sensor activity). This is a protocol that uses a hierarchical topology, ran-

domly creates cluesterheads, and presents data aggregation mechanisms.  

Power-Efficient GAthering inSensor Information Systems (PEGASIS), is a recently 

developed protocol, which is similar to LEACH but that requires less energy per 

round [3]. In PEGASIS, a chain is created so that each node receives aggregate infor-

mation and forwards it to a nearby neighbour. It presents mechanisms that allow the 

variation of radio communications energy parameters. Compared to LEACH, the 

PEGASIS protocol obtains up to 100% of energy cost improvement per round [4]. 

However these two protocols are not suitable for mobility, and both assume that data 

packets can be aggregated at clusterheads. 

Direct Diffusion (DD) [5] is a data-centric protocol, which addresses nodes by the 

monitored data instead of their network addresses. In this protocol the application is 

responsible to query the network for a specific phenomenon value. Sensor nodes that 

satisfy the specific query start transmitting their data. Based on sink-nodes requests 

this protocol does not consider the node’s available energy when building their flood-

based routing scheme. 

Jeon et al. [6] proposed an energy-efficient routing protocol that tries to manage 

both delay and energy concerns. Based on AntNet protocol [7], this algorithm uses the 

concept of ant pheromone to produce two prioritized queues, which are used to send 

differentiated traffic. However, such approach can be infeasible in current sensor 

nodes due to the memory required to save both queues. This can be even more prob-

lematic if the sensor network is very populated, since the routing table on each device 

depends on the number of neighbours.  

Zhang et al. [8], study three distinct Ant-based algorithms for WSN. However, the 

authors only focus on the building of an initial pheromone distribution, good at system 

start-up.  

Finally in [9], the authors present an ant colony algorithm for Steiner Trees which 

can be ported to WSN routing. However, no changes are considered regarding the 

specific WSN requirements and also no considerations are made regarding the energy 

management essential to the WSN performance. 

The ant-based algorithms presented above assume that communication between 

sensor nodes (end-to-end) is required by the WSN application, and build their algo-

rithms based on such assumption. However this is not the case in most WSN scenar-

ios, where the hop-by-hop or single hop communication is performed from source 

node (sensor node) to sink node, which is responsible to collect sensor data from the 

network. This node presents different characteristics compared with normal sensor 

nodes (more energy, more memory and more processing power), and such differences 

are not considered in the referred algorithms. 



3   Energy-Efficient Ant-Based Routing Algorithm  

Whenever a WSN protocol is designed, it is important to consider the energy effi-

ciency of the underlying algorithm, since this type of networks have strict power re-

quirements. In this section we describe a new energy-constrained protocol, the 

EEABR protocol, which is based on the Ant Colony Optimization heuristic and is 

focused on the main WSN constraints.  

On such networks deployed in real environment it is important to point out that 

sensor nodes may not have energy replenishment capabilities. This assumption forces 

the use of energy-efficient algorithms in order to maximize the network’s life time. In 

contrast, in timely delivery packet networks, a routing algorithm attempts to find the 

shortest path between two distinct devices (source and receiver), which can be easily 

done by choosing the path with less communication hops. In WSNs such requirements 

are relegated to second plane, since quality of service and service awareness are not as 

important as in normal MANETs, where running protocols required low communica-

tion delays. 

The remainder of this section summarizes the idea behind EEABR. First, the basic 

ant-based routing algorithm is explained. Next, an improvement on the basic algo-

rithm is presented. Finally, the proposed EEABR algorithm is described. 

3.1 Basic Ant Based Routing for WSN 

The ACO metaheuristic has been applied with success to many combinatorial optimi-

sation problems [13]. Its optimization procedure can be easily adapted to implement 

an ant based routing algorithm for WSN. A basic implementation of the AntNet [7] 

algorithm can be informally described as follows. 

1. At regular intervals, from every network node, a forward ant k is launched with the 

mission to find a path until the destination. The identifier of every visited node is 

saved onto a memory Mk and carried by the ant. 

2. At each node r, a forward ant selects the next hop node using the same probabilistic 

rule proposed in the ACO metaheuristic: 
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where pk(r,s) is the probability with which ant k chooses to move from node r to 

node s, T is the routing table at each node that stores the amount of pheromone 

trail on connection (r,s), Ε  is the visibility function given by ( )seC −1  (C is the 

initial energy level of the nodes and es is the actual energy level of node s), and 

α and β are parameters that control the relative importance of trail versus visibil-
ity. The selection probability is a trade-off between visibility (which says that 



nodes with more energy should be chosen with high probability) and actual trail in-

tensity (that says that if on connection (r,s) there has been a lot of traffic then it is 

highly desirable to use that connection. 

3. When a forward ant reaches the destination node, it is transformed in a backward 

ant which mission is now to update the pheromone trail of the path it used to reach 

the destination and that is stored in its memory. 

4. Before backward ant k starts its return journey, the destination node computes the 

amount of pheromone trail that the ant will drop during its journey: 
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where N is the total number of nodes and Fdk is the distance travelled by the for-

ward ant k (the number of nodes stored in its memory). 

5. Whenever a node r receives a backward ant coming from a neighbouring node s, it 

updates its routing table in the following manner: 

kkk TsrTsrT ∆+−= ),()1(),( ρ  (3) 

where ρ is a coefficient such that (1 - ρ) represents the evaporation of trail since 
the last time Tk(s,r) was updated. 

6. When the backward ant reaches the node where it was created, its mission is fin-

ished and the ant is eliminated. 

By performing this algorithm several iterations, each node will be able to know 

which are the best neighbours (in terms of the optimal function represented by Equa-

tion 2) to send a packet, towards a specific destination. 

3.2 Improved Ant Based Routing for WSN 

In this section we propose two improvements in the basic ant-based routing algorithm 

described in the previous section in order to reduce the memory used in the sensor 

nodes and also to consider the energy quality of the paths found by the ants. 

In the basic algorithm the forward ants are sent to no specific destination node, 

which means that sensor nodes must communicate with each other and the routing 

tables of each node must contain the identification of all the sensor nodes in the 

neighbourhood and the correspondent levels of pheromone trail. For large networks, 

this can be a problem since nodes would need to have big amounts of memory to save 

all the information about the neighbourhood. Nevertheless, the algorithm can be easily 

changed to save memory. If the forward ants are sent directly to the sink-node, the 

routing tables only need to save the neighbour nodes that are in the direction of the 

sink-node. This considerably reduces the size of the routing tables and, in conse-

quence, the memory needed by the nodes.  

As described in the Introduction, sensor nodes are devices with a very limited en-

ergy capacity. This means that the quality of a given path between a sensor node and 

the sink-node, should be determined not only in terms of the distance (number of 



nodes of the path), but also in terms of the energy level of that path. For example, it 

would be preferable to choose a longer path with high energy level than a shorter path 

with very low energy levels. 

To consider the energy quality of the paths on the basic algorithm a new function is 

proposed to determine the amount of pheromone trail that the backward ant will drop 

during its returning journey: 
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where Ek is a new vector carried by forward ant k with the energy levels of the 

nodes of its path,  C is the initial energy level of the nodes, Avg(Ek) is the average of 

the vector values and Min(Ek) is the minimum value of the vector. 

3.3 Energy-efficient Ant Based Routing for WSN 

In this section we propose further improvements in the routing algorithm described in 

the previous section in order to reduce the communication load related to the ants and 

the energy spent with communications. We also propose new functions to update the 

pheromone trail. 

It has been proved that the tasks performed by the sensor nodes that are related 

with communications (transmitting and receiving data), spend much more energy than 

those related with data processing and memory management [10,11]. Since one of the 

main concerns in WSN is to maximise the lifetime of the network, which means sav-

ing as much energy as possible, it would be preferable that the routing algorithm could 

perform as much processing as possible in the network nodes, than transmitting all 

data through the ants to the sink-node to be processed there. In fact, in huge sensor 

networks where the number of nodes can easily reach more than 1000 units, the mem-

ory of the ants would be so big that it would be unfeasible to send the ants through the 

network. 

To implement these ideas, the memory Mk of each ant is reduced to just two re-

cords, the last two visited nodes. Since the path followed by the ants is no more in 

their memories, a memory must be created at each node that keeps record of each ant 

that was received and sent. Each memory record saves the previous node, the forward 

node, the ant identification and a timeout value. Whenever a forward ant is received, 

the node looks into its memory and searches the ant identification for a possible loop. 

If no record is found, the node saves the required information, restarts a timer, and 

forwards the ant to the next node. If a record containing the ant identification is found, 

the ant is eliminated. When a node receives a backward ant, it searches its memory to 

find the next node to where the ant must be sent. The timer is used to delete the record 

that identifies the backward ant, if for any reason the ant does not reach that node 

within the time defined by the timer.  

The vector Ek was erased from the forward ants k, that now only carry the average 

energy till the current node (EAvgk), and the minimum energy level registered 

(EMink). These values are updated by each node that receives the forward ants. 



When the forward ant reaches the sink-node these values are used to calculate the 

amount of pheromone trail used by the corresponding backward ant: 
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With these changes it is possible to reduce the ant’s length by ~700%, and save on 

each ant hop the transmission of ~250 bytes. This is a significant achievement, since it 

allows the saving of precious energy levels on sensor nodes. 

Calculating kT∆  only as a function of the energy levels of the path, as it is done in 

equation 4, can bring no optimized routes, since a path with 15 nodes can have the 

same energy average as a path with only 5 nodes. Therefore 
kT∆  must be calculated 

as a function of both parameters: the energy levels and the length of the path. This can 

be achieved by introducing the parameter Fdk in the equation 5, which represents the 

number of nodes that the forward ant k has visited.  

The equation used to update the routing tables at each node is now changed to: 
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whereϕ  is a coefficient and Bdk is the travelled distance (the number of visited 

nodes), by backward ant k until node r. These two parameters will force the ant to 

loose part of the pheromone strength during its way to the source node. The idea be-

hind this behaviour is to build a better pheromone distribution (nodes near the sink-

node will have more pheromone levels) and will force remote nodes to find better 

paths. Such behaviour is extremely important when the sink-node is able to move, 

since the pheromone adaptation will be much quicker. 

4   Experimental Results 

In this section we present the experimental results obtained for the three algorithms 

described in section 3: the basic ant-based routing algorithm (BABR), described in 

section 3.1, the improved ant-based routing algorithm (IABR), presented in section 

3.2, and the energy-efficient ant-based routing algorithm (EEABR), presented in sec-

tion 3.3. The algorithms were tested using the well known ns2 simulator [14], with the 

two-ray ground reflection model. 

To better understand the differences between the three algorithms, three distinct 

scenarios were used, each one trying to represent real WSN deployment environments, 

as well as possible. On all scenarios the nodes were deployed in random fashion, since 

in real sensor networks the device deployment, in general, cannot be controlled by an 

operator due to the environment characteristics. The number of deployed sensor nodes 



varied between 10 and 100 nodes. In terms of simulated area it also varied, forcing the 

connectivity between all nodes, from 200x200 m
2
 (10 nodes), 300x300 m

2
 (20 nodes), 

400x400 m
2
 (30 nodes), 500x500 m

2
 (40 nodes) and 600x600 m

2
 when 50, 60, 70, 80, 

90 and 100 nodes were used. For each environment four metrics were used to compare 

the performance of the algorithms: the Average Energy, which gives the average of 

energy of all nodes at the end of simulation; the Minimum Energy, which gives the 

lowest energy amount of all nodes; the Standard Deviation, which gives the average 

variance between energy levels on all nodes; and finally the Energy Efficiency, which 

gives the ratio between total consumed energy and the number of packets received by 

the sink-node. 

The first scenario simulates a static WSN where the sensor nodes were randomly 

deployed with the objective to monitor a static phenomenon. The location of the phe-

nomenon and the sink-node are not known. Nodes are responsible to monitor the phe-

nomenon and send the relevant sensor data to the sink-node. In this peculiar scenario 

the nodes near the phenomenon will be affected in terms of energy consumption, since 

they will be forced to periodically transmit data. Figure 1 presents the results of the 

simulation for the studied parameters. In the majority of the scenarios (from 10 till 

100 nodes) the EEABR protocol gives the best results. In figure 1b) the minimum 

energy in both protocols, BABR and IABR, present a very low value when the net-

work has 30 nodes, however in the EEABR protocol this does not happen. This be-

haviour is also visible in figure 1c) where the standard deviation shows us the same 

distinctive values. This behaviour can be explained considering the used network 

topology, where there exist few communication paths from source to the sink-node. 
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Fig. 1. Performance in sensor network with static phenomenon 

The results illustrated in Fig. 2 correspond to the second scenario, where the phe-

nomenon is mobile. Comparing with results from previous scenarios, the phenomenon 

mobility decreases the performance of the algorithm, which is understandable and 

expected since more nodes become sources of data packets, increasing the number of 

packets in the network. Once again the EEABR protocol presents the best results 

when compared to the others protocols, but results can easily be compared to scenar-

ios where all environment variables are static. 
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Fig. 2. Performance in sensor network with mobile phenomenon 

The final study simulates a mesh sensor network. These networks are composed of 

several nodes with different capabilities. On each network three energy levels were 

used: 50, 30 and 20 joules. These levels were uniformly distributed over the nodes. 

Figure 3 shows the simulation results. The EEABR protocol had better final results 

compared to the previous studies. This can be explained by the adaptability of the 

protocol, which efficiently tries to balance the energy levels on all nodes. This conclu-

sion is more evident in figure 3.d). When compared with the other algorithms the 

EEABR presents a significant reduction in relation to the standard deviation. In terms 

of average energy levels the EEABR always presents the best results. When compared 

to the IABR the difference between the average values varied between 3% and 10%, 

and when compared with BABR varied between 17% and 25%. In terms of the mini-

mum energy of the nodes at the end of the simulation, no algorithm could avoid the 

existence of “dead” nodes, however BABR and IABR presented two “dead” nodes 

contrasting to only one presented by the EEABR protocol. This is due to the random 



node distribution, where only two nodes were responsible to provide connectivity 

between the source and the sink-node, since the phenomenon was static. 
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Fig. 3. Performance in sensor network with different initial energy levels 

In relation to energy efficiency, the results were very similar in all scenarios. 

EEABR and IABR present the best results, which are also very similar because both 

algorithms are energy-aware. However, in terms of the other parameters, the differ-

ence between both protocols became higher, meaning EEABR performance is better 

since it significantly reduces the energy consumed in communications. On the other 

hand, the BABR algorithm presents the worst results for all the studied parameters, 

although in some cases it reaches the same values as the IABR protocol, due to the 

inefficiency of the IABR in reducing the overhead in exchange messages. 

5   Conclusions 

In this paper we studied the application of the Ant Colony Optimization metaheuristic 

to solve the routing problem in wireless sensor networks. A basic ant-based routing 

algorithm was proposed, and several improvements, inspired by the features of wire-

less sensor networks (low energy levels, low processing and memory capabilities), 

were considered and implemented. The resulting routing protocol, called Energy-

Efficient Ant Based Routing (EEABR), uses lightweight ants to find routing paths 

between the sensor nodes and the sink nodes, which are optimised in terms of distance 

and energy levels. These special ants minimise communication loads and maximise 

energy savings, contributing to expand the lifetime of the wireless network. The ex-



perimental results showed that the algorithm leads to very good results in different 

WSN scenarios. 

As future work we intend to study the initialization method to populate the routing 

tables with initial pheromone levels. As shown in the literature [8] such mechanisms 

can increase even more the efficiency of the networks. Another approach to be studied 

is the integration of multiple sink-nodes. 
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