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Abstract - Multicast communication had disserved an increasing attention on the scientific environment. Multicast technology offers high levels of savings in bandwidth restrictions, as also reduce the require times on data forwarding. Internet Service Providers, for this reasons, and also due to the growing number of multipoint applications, seek for new solutions with multicast support.
Each day, new communication models with multi-access capabilities are being suggested. However, simulations systems are not companying this valuable growth, and present innumerable hiatus in the multicast studies.
This paper presents a new module with support to the study of Source Specific Multicast environments developed at the Laboratory of Communications and Telematics of the University of Coimbra, to the Network Simulator.
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1. INTRODUCTION
Nowadays, Internet is changing, since it is being use by known applications that transmit the same information to huge number of users, creating unnecessary network traffic. Multicast IP technology it is a set of protocols that efficiently sends and receives the same information of/for, a group of nodes, creating a unique data flow that will be delivered to all interested nodes (active receivers). With the introduction of Multicast IP, it prevents the use of unicast links to emulate a virtual multipoint system, and reducing the necessary bandwidth.
There exist diverse multicast protocols, with different characteristics, each one adapting them to a situation of Internet Protocol (IP).

The simulation plays an important role in the study of scenes that many times are impossible to implement in practical platforms, or when it is intended to evaluate in a project, some alternative solutions without the necessity of implementing them. The Network Simulator2 (NS-2) [1] is the most popular simulator in the scientific field and in the great telecommunications companies, allowing the creation of any network topology and analyze any kind of protocol. The NS supports some multicast protocols, as in example the Protocol Independent Multicast - Dense Mode (PIM-DM) [2] and Protocol Independent Multicast - Sparse Mode (PIM-SM) [3]. However, does not support the most recent derivations of this type of protocols, nominated Protocol Independent Multicast - Source Specific Multicast (PIM-SSM) [4].

This paper describes the carried work made in Coimbra University, that pretend to offer to the Ns-2 the capacity of environment simulation SSM.

Next chapter resumes the main multicast protocols, PIM-DM, PIM-SM and PIM-SSM. Part of these protocols is already implemented in NS, as described in section 3.
Section 4 describes the main procedures made to endow NS with PIM-SSM tools that support the study of SSM environments.
Section 5 presents some evaluation results of the behaviour of the new module through three scenarios. The conclusions and open issues to future work are presented in the last chapter.
2. Multicast Overview
Multicast in IP networks is based on the concept of group. An arbitrary group of receivers expresses an interest in receiving a particular data stream. This group does not have any physical or geographical boundaries. Hosts that are interested in receiving the data set of a particular multicast group must join the group using Internet Group Management Protocol (IGMP) [5] or Multicast Listener Discover (MLD) [6], depending in with version of IP is being use, IPv4 or IPv6 respectively. These protocols manage the communication between hosts and routers in multicast groups. Each router maintains a list of each multicast group that presents listeners in its sub-network.

PIM is an efficient IPv4 and IPv6 routing protocol that is “independent” of any unicast routing table to perform Reverse Path Forwarding (RPF) check. In other words, regardless of which unicast routing protocols used in the network to populate the unicast routing table, PIM leverages the existing unicast table content to perform the RPF check function instead of building and maintaining its own separate multicast route table like other protocols.
There are three different orientations in the flooding process:

PIM Dense Mode (PIM-DM) [5] uses a push model to flood multicast traffic to every corner of the network. This process is considered to be very “heavy”, since it floods its message to all sub-networks. However, in certain situations, it might be an efficient mechanism if there are active receivers in partially all existing sub-networks. PIM-DM initially floods multicast traffic through all sub-networks. Routers that do not have any downstream neighbors prune back the unwanted traffic. To support groups with dynamic nodes, all the process is repeated in regular intervals.

PIM Space Mode (PIM-SM) [3] presents a contrary functioning to the PIM-DM. in PIM-SM environments only sub-networks that have active receivers that have explicitly requested the data will be forwarded the multicast traffic. This protocol uses a shared tree to distribute the information about active sources. When the traffic starts to flow down the router shared tree, each router on the path, determines if there exists a better path to a determined source. If a better, more direct path exists, the designated router will send a join message toward the source, after that, the way is reconstructed.
PIM-SM introduces the concept of Rendezvous Point (RP). The RP it is a appointed router where all the multicast messages flow and from witch it forward through the multipoint tree. 
In PIM Source Specific Multicast (PIM-SSM) [4], delivery of datagrams is based on (S,G) channels. Traffic directed to one (S,G) channel consists of datagrams with an unicast source address S and the multicast group address G. Nodes that desire to receive a specific information had to becoming members of the (S,G) channel. However, contrasting to SM, to support dynamic environments, always that a new source intends to inform the receivers of the beginning of its activity, is necessary to appeal to additional signaling protocols.
3.  NS-2 Multicast
The Network Simulator, currently in version 2, it is a simulator developed by UC Berkeley [1], which permits the simulation of technologies and network protocols. This simulator presents also the capability to study the behaviour of traffic generator applications and queue traffic mechanisms. The NS can simulate unicast and multicast environments.
The NS-2 simulator is a program developed based in object oriented languages, C++ and OTcl. Its code structure is divided based in processing level, witch means that, functions, procedures, classes, etc., that need many processing cycles, must be written in C++ language. In case that the goal is to develop something that needs constant perfection and few computational processing, it will have to be developed in OTcl [7]. However this thought line was not followed in multicast module development, since it is practically all written in OTcl language. This imperfection is responsible for a set of problems related with the good connection between the two languages. For this reason almost all multicast source code, written in OTcl, can be found in “tcl” folder, and hierarchically bellow the NS root folder (Figure 1).
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Figure 1 – NS-2 Multicast Structure
The “mcast” folder is responsible to store the main multicast core files:
ns-mcast.tcl, creates a hierarchical class derived from Simulator class. This class describes the specials multicast commands required by the user to perform the multicast simulator;

McastProto.tcl, this is the file that defines the main multicast class, the McastProcotol, this is the class that roots all the above multicast classes;

ST.tcl, describes the behaviour of the multicast protocol Simplified Sparse Mode, the ST class derived form McastProtocol;

BST.tcl, describes the behaviour of the multicast protocol BST, the BST class derived form McastProtocol;

DM.tcl, describes the behaviour of the multicast protocol PIM-DM, the DM class derived form McastProtocol;

Ctr-mcast, this folder gathers three files that are responsible to simulate the Centralized Multicast, name given to PIM-SSM protocol.

CtrMcast.tcl, describes the behaviour of the multicast protocol PIM-SM, the CtrMcast class derived form McastProtocol;


CtrMcastComp.tcl, it represents the routing behaviour object;


CtrRPComp.tcl, it intends to create a class, “CtrRPComp”, that simulates the behaviour of the RP component, in the PIM-SM scheme;

Therefore, the multicast protocols currently supported by NS are: PIM-SM, PIM-DM, Simplified Sparse Mode and Bi-directional Shared Tree Mode, this last one is still in experimentation phase.
Exists in all NS community [1] certain indignation since until now, the PIM-SSM protocol, is not yet implemented in multicast core. When it is intend to simulate the SSM behaviour in NS-2, directed unicast links are created between the source and the receiver, without appealing to multicast environments or even to use join and prune messages.

4. SSM IMPLEMENTATION
The PIM-SSM protocol is in some part similar to PIM-SM. The development of SSM was for this reason, made based in Centralized Multicast code, with some modifications so that the new protocol fully supports SSM. The main differences between these two protocols are:

· The Join and Prune message, had to specify the Group and the Source, of the multicast channel, and routers can not accept messages like (*,G), like in normal PIM-SM protocol behaviour;

· In SSM environments the Rendezvous Point is no longer necessary. The routing tree it become decentralized, this is the opposite of SM behaviour where all packets had necessarily to pass, at least in a first stage, through the RP node;
The principal thing when a NS-2 user wants to writes a multicast script is to declare where he choose the multicast protocol. The user will have to call the “mrtproto” function, as in the code line below:

>$ns mrtproto {CtrMcast, DM, ST, BST}

where CtrMcast (Centralized Multicast),  DM (Dense Mode),  ST (Simplified Sparse Mode) and BST (Bi-directional Shared Tree Mode ) are the supported multicast protcols 

A new class, hierarchically equal to the protocol classes represented above, was created. This is made by creating a new class, “SSMMcast”, derived from McastProtocol. Two files were created, with “tcl” extension, with the intention to define two new classes, “SSMMCast” and “SSMMcastComp”.
In CtrMcast definition it was created third class, “CtrRPMCast”, where the RP behaviour were specified, this class in unnecessary to SSM behaviour.

Such as described above, “mrtproto” is the function that keeps the desired protocol multicast and that it will be used during the simulation. This function, described in file "ns-mcast.tcl", will create the respective multicast object. 
The code below demonstrates this process. Using the “if” declaration, the “MrtHandle” variable is initiated with respective multicast class.
>Simulator instproc mrtproto { mproto { nodelist "" } } {

>
$self instvar Node_ MrtHandle_

>
set MrtHandle_ ""

>
if { $mproto == "CtrMcast" } {

>

set MrtHandle_ [new CtrMcastComp $self]

>

$MrtHandle_ set ctrrpcomp [new CtrRPComp $self]

>
}

>
if { $mproto == "SSMMcast" } {

>

set MrtHandle_ [new SSMMcastComp $self]

>
}

>
if { $mproto == "BST" } {

>
…

After the class creation, it is necessary to modify the behaviour of the PIM-SM to PIM-SSM, by changing the code developed by Berkeley University [1].

The structure used in the CtrMCast class is not compatible with the SSM behavior. The PIM-SM architecture does not need to group the Source with the Group, since for a specific Group there can be several Sources, (*,G). Figure 2 illustrates the Centralized Multicast structure defined in "CrtMCastComp.tcl" file.
[image: image2.png]Miist Glist

Slist





Figure 2 – CrtMcast Structure
This structure is constituted by three arrays, Glist, Slist and Mlist, where the last one is a bi-dimensional array. These arrays represent respectively Group list, Source list, and Multicast list. Mlist maintain the information about the nodes receiving the multicast information, in a specific time. 
In SSM, it is necessary to group the information between the Source and the Group, in one unique bi-dimensional array. This procedure allow the declaration of several groups belonging to a single source, but making different SSM channels, like for example (S,G1) and (S,G2).
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Figure 3 – SSMCast Structure
The Figure 3 shows, the three-dimensional array that will have the information about all the nodes that, in a specific time, are receiving information from a specific (S,G) channel.

With this structure, specific the array Sglist, we compel that all Source is associated with at least one Group, but making possible the existing of some associates Groups.This array is filled when a declaration of a new (S,G)channel exists, on part of the user. If during the simulation exists some join message for this canal, the information (S,G) is copied to the Mlist array, together with the node (N) that was responsible by the join message. A new entrance in the three-dimensional array with (S, G, N) parameters is created, symbolizing that exists an active receiver (N) of the (S,G) channel. In case of a prune message, this array is searched, and if do not exist a element in the specified conditions the user is informed that node N is not currently receiving the multicast flow (S,G). In contrary case if exists an entrance like (S, G, N), this record is eliminated, but only the element of the three-dimensional array is removed, since the sender (S) continues available to send multicast traffic to the (G) group.
Another necessary modification for the consistency with protocol SSM, consisted in the addition of a new argument in the IGMPv3 and MLDv2 [5], external interns, as the example of the Join and Prune messages, that will need to contain Source argument.
>CtrMcast instproc leave-group  { group } {


…

>SSMMcast instproc leave-group  { group src } {


…

and

>CtrMcast instproc join-group  { group } {


…

>SSMMcast instproc join-group  { group src } {


…

It is possible to verify that in the messages of the CtrMcast class (SM) it only contains an element, the Group, "group", while that in the developed class SSMMcast (SSM), two elements exist Group, "group" and Source, "src".

The responsible function in the of creating all the routing table, "computes-branch ", in Centralized Protocol version forces a Source to forward all the multicast data to the RP node. As in the SSM the RP node it is no longer necessary, this behavior was modified with a direct link between the Source and the node that require the entrance in the channel. In other words, the modification consisted in the eliminating of the performance of RP, that in environments SM was responsible for receiving all the traffic proceeding from the sources and forward it to the active receivers.
5. EVALUATION STUDIES
To study the SSM module behaviour, it was made several tests. This section presents three of these tests, the first one pretend to evaluate the protocol behaviour related to the require time to respond to a join request. The second test compares the obtained results from SSM and SM environments.
Figure 4 illustrate the network structure used in the first simulation. This structure was change in each iteration, on every steep it was added a new node between the source and the receiver.
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Figure 4 – Network structure used in test
The network links had a bandwidth of 0,5Mbps with a mean delay of 10 ms per packet. We used Continuous Bit Rate (CBR) applications with 64 Kbps, the size of the used packets was of 32Kb. The objective of this simulation it was to hold the required time in order to start getting packets from the source to the active receiver that sends a join message.
Table 1 – Necessary time to respond to a join message
	Nodes
	Time

	0
	0,013268

	1
	0,024036

	2
	0,034804

	3
	0,045572

	4
	0,05634

	5
	0,067108

	6
	0,077876

	7
	0,088644

	8
	0,099412

	9
	0,11018

	10
	0,120948


Observing the Table 1, it is possible to evidence that the increase of intermediate nodes is proportional with the average time of the reply to the multicast request, from the receiver. This is a normal behavior, since, in SSM environments the link that if establishes from the sender to the receiver is a direct link. 
As the second study had the intention to compare the different behaviors in SSM and SM environments. It was created a network with the same characteristics, but of different structure of the previous example. In this study it mattered to perceive the different flow multicast in each environment. The visual results were given by the visual application NAM [8].
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Figure 5 –Multicast flow using SSM
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Figure 6 – Multicast flow using SM
It is possible to verify, through the figures (5 and 6), that the flow gotten in the two simulations is different. This is due to the fact that in SM environments, the RP take an important paper, forcing to pass through it all the multicast flow, and only then redirecting the multicast traffic to the active receivers. In SSM environments the RP is unnecessary, the flow is sent to the receiver directly from the sender.
The last simulation intends to compare three main multicast protocols, PIM-DM, PIM-SM and PIM-SSM. The study will compare the discarded packages from each protocol. This lost of data can occur during a communication due i.e. excess flow for a specific link.
The network used in the above simulation is composed by 3 source nodes (si), 3 receiver nodes (rj), and by 6 intermediated nodes (nk). The node n6 will represent the Rendezvous Point in SM environment; in the other environments will represent a simple intermediate node (Figure 7). The links had a bandwidth of 5 Mbps with a mean delay of 10 ms per packet. We used a Continuous Bit Rate (CBR) application where the packet size is 48 bytes, and a variable bit rate. All nodes use a First In First Out queue politic. 
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Figure 7 – Multicast flow using SM
During the simulation all receivers nodes (rj) require all source (si) communication. 
To force packet lost in the simulated network the bit rate was constantly changed, from 64 Kbps up to 336 Kbps, with a interval of 16Kbps. Was notice however that until 176Kbps the network supported the debit generated, but above this value the losses grow, due to the network characteristics mentioned. 
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Figure 8 – Packet lost in DM, SM and SSM environments
The Figure 8, illustrate the results obtain during this simulation. It can be seen that PIM-SM gotten the better performance, keeping always below in packet lost comparing to the other protocols. This can be explain by the fact that in SSM environment it was need to make 3 joins in each ri, since there exists 3 sources (s1, s2, s3). This procedure will create allot traffic compared by SM protocol that regroup all multicast data, in one flowing communication.
All the presented test in this chapter contribute to demonstrate the functionality of the developed module. From all the gotten results we can conclude that as in real networks the SSM protocol had advantages and disadvantages compared to the other main multicast protocols
6. CONCLUSIONS 

In this paper a new software module is presented that has main goal to endow the NS with SSM environment simulation capacities. It had been presented studies and evaluations that prove the good functioning of this package in diverse simulated network structures. 

Currently, the Laboratory of Communication and Telematics of the Informatics Engineering Department of the University of Coimbra, is studying a new multicast model to mobile and wired environments, supporting IPv6 technology. This approach uses Multicast Servers with SSM protocol, it presents a set of improvements in some limitations of SSM protocol [9].
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